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 ● There are big unanswered questions like dark matter, dark energy, matter-antimatter asymmetry;
    if the answer can be formulated according to a “particle paradigm”, then we can search for such particles;
    direct searches are so far unsuccessful → we can formulate precision indirect tests and look for any BSM physics signs

Introductory remarks 
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 ● A model (e.g. the SM) can be tested by checking how well it describes physical observables (i.e. xsecs and asymmetries)
    To this goal, we need the best predictions for the differential distributions, in order to make more significant the comparison

 ● Since every model has its own specific predictions (e.g. masses and couplings), we can test it at this level →
       we must devise a procedure to extract such parameters (pseudo-observables) from the data and 
       then compare with the corresponding theoretical predictions
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 ● A model (e.g. the SM) can be tested by checking how well it describes physical observables (i.e. xsecs and asymmetries)
    To this goal, we need the best predictions for the differential distributions, in order to make more significant the comparison

 ● Since every model has its own specific predictions (e.g. masses and couplings), we can test it at this level →
       we must devise a procedure to extract such parameters (pseudo-observables) from the data and 
       then compare with the corresponding theoretical predictions

 ● The possibility to parameterise our ignorance about BSM physics in the SMEFT language implies that we clarify
      how we test this model and how we determine fundamental parameters in this model

 ● The search for BSM signals benefits of a very precise understanding of the energy dependence of the observables
    One single deviation from the SM is not conclusive evidence of New Physics. (e.g. the CDF result for  ) ;
         a systematic pattern of deviations from the SM, at different energies,  would be a more significant signal

mW

4



Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024

Outline of the talk

 ● The Precision Tests of the Standard Model of the strong and electroweak interactions

 ● The processes discussed here are  an important set of “standard candles”:
         at hadron colliders the Drell-Yan process   
         at lepton colliders                                    
         in low energy experiments                       

 ● The precision achieved / expected in the measurement of the relevant observables 
     allows a test of the SM at the quantum level → status of the radiative corrections to the Drell-Yan processes

 ● The determination of SM parameters (masses, couplings) requires a discussion of the methodology 
    adopted to fit the model to the data and to estimate the theoretical uncertainties
    → the  and  examples

 ● The challenge to extract indirect signs of BSM physics  
    a “simplified” example: the determination in the SM of the running    at low and at large invariant masses 

pp → l+l− + X
e+e− → μ+μ− + X
e−p → e−p

mW sin2 θℓ
eff

sin2 ̂θMS(μ2)
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The precision tests of the SM 
from the Fermi theory to the current best predictions of MW and sin²θ 

and beyond
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The properties of physics at the EW scale 
with sensitivity to the full SM and possibly to BSM via virtual corrections  (  )
are related to a very well measured low-energy constant

Δr

Gµ
√

2
=

g2

8m2

W

(1 + ∆r)

The independence of the QED corrections of the underlying model (Fermi theory vs SM) allows 
   -  to define  and to measure its value with high precision

                                               = 1.1663787(6)  10⁻⁵   GeV⁻²

   -  to establish a relation between  and the SM parameters

Gμ

Gμ

Gμ

QED corrections to         necessary for precise determination of 
                                           computable in the Fermi theory (Kinoshita, Sirlin, 1959)

Γμ Gμ

Fermi theory of β decay             

muon decay µ� ! ⌫µe
�⌫̄e

1

⌧µ
! �µ ! Gµ

7

From the Fermi theory of weak interactions to the discovery of  W and Z
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The SM predicts the existence of a new neutral current, different than the electromagnetic one
(Glashow 1961, Weinberg 1967, Salam 1968)

The observation of weak neutral current immediately allowed the estimate of the
value of the weak mixing angle in the correct range
GARGAMELLE, Phys.Lett. 46B (1973) 138-140

From the basic relation among the EW parameters it was immediately possible to estimate
the order of magnitude of the mass of the weak bosons, in the 80 GeV range
(Antonelli, Maiani, 1981)

The discovery at the CERN SPPS of the W and Z bosons and the first determination of their masses
allowed the planning of a new phase of precision studies accomplished with the construction of 
two e⁺e⁻ colliders (SLC and LEP) running at the Z resonance

The precise determination of MZ and of the couplings of the Z boson to fermions
and in particular the value of the effective weak mixing angle
allowed to establish a framework for a test of the SM at the level of its quantum corrections

There is evidence of EW corrections beyond QED with 26 σ significance!
Full 1-loop and leading 2-loop radiative corrections are needed to describe the data
      (indirect evidence of bosonic quantum effects, hints on the  and  values) mt mH

From the Fermi theory of weak interactions to the discovery of W and Z
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Scattering amplitudes and fundamental parameters
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Figure 1: Born diagrams for the qq̄ (a) and for the ⇥⇥ (b,c) subprocesses.

which is depicted in figure 1 (a). This process is a neutral current process and its amplitude,
neglecting the Higgs-boson contribution, is mediated by s-channel photon and Z-boson ex-
change. In the unitary gauge, the tree-level amplitude reads as

M0 = M� +MZ (2.1)

M� = � e2 QqQl
gµ⌅ � kµk⌅/s

s
[v̄(p2)⇥µu(p1)] [ū(p3)⇥⌅v(p4)]

⇤ � e2 QqQl
gµ⌅ � kµk⌅/s

s
Jµ

emJ⌅
em

MZ = � e2

s2
⇥c

2
⇥

gµ⌅ � kµk⌅/s

s�m2
Z + i�ZmZ

[v̄(p2) (vq ⇥µ + aq⇥
µ⇥5) u(p1)] [ū(p3) (vl ⇥⌅ + al⇥

⌅⇥5) v(p4)]

⇤ � e2

s2
⇥c

2
⇥

gµ⌅ � kµk⌅/s

s�m2
Z + i�ZmZ

Jµ
Z,qq̄J

⌅
Z,l+l�

where mZ is the Z-boson mass and �Z is the Z decay width, necessary to describe the Z

resonance region, s = (p1 + p2)2 is the squared partonic center-of-mass (c.m.) energy and
kµ = pµ

1 + pµ
2 , � = e2/(4⌅) is the fine structure constant, c⇥ ⇤ mW /mZ is the cosine of

the weak mixing angle. The vector and axial-vector couplings of the Z-boson to fermions
are vf = Tf � 2Qfs2

⇥ and af = �Tf where Tf = ±1/2 is the third component of the weak
isospin and Qf is the electric charge of the fermion f .

The subprocess ⇥(p1) ⇥(p2)⌅ l�(p3) l+(p4), which is depicted in figure 1 (b,c), is, at
lowest order, a pure QED reaction, whose di⇥erential cross section, in the partonic c.m.
frame and neglecting all fermion masses, reads as

d⇧̂��

d cos ⇤
=

2⌅�2

s

�
1 + cos2 ⇤

sin2 ⇤

⇥
(2.2)

2.2 The O(�) calculation

The complete O(�) EW corrections to the neutral current Drell-Yan process have already
been computed in refs. [12, 13]. We have repeated independently the calculation and
included in addition the photon-induced processes. We summarize here the main features
of our approach.

The O(�) corrections include the contribution of real and virtual corrections. The
virtual corrections follow from the perturbative expansion of the 2⌅ 2 scattering amplitude

– 4 –

     

From the study of scattering processes we try to infer:

   • the value of the masses of the intermediate particles  ( from the resonances, when measurable ) 

   • the nature of the interaction between gauge bosons and matter fields;

      scalar, pseudo-scalar, vector, axial-vector,…

We try to define observables with well defined properties under Lorentz and discrete symmetries

     this information is then translated into the structure and value of the couplings of the fundamental theory
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The renormalisation of the SM and a framework for precision tests

• The Standard Model is a renormalizable gauge theory based on  

• The EW gauge sector of the SM lagrangian is assigned specifying  in terms of 4 measurable inputs

• More observables can be computed and expressed in terms of the input parameters, including the available 

radiative corrections, at any order in perturbation theory 

• The validity of the SM can be tested comparing these predictions with the corresponding experimental results

SU(3) × SU(2)L × U(1)Y

(g, g′ , v, λ)

• The input choice   minimises the parametric uncertainty of the predictions(g, g′ , v, λ) ↔ (α, Gμ, mZ, mH)

• with these inputs,   and the weak mixing angle are predictions of the SM, 
    to be tested against the experimental data

mW

↵(0) = 1/137.035999139(31)

Gµ = 1.1663787(6)⇥ 10�5 GeV�2

mZ = 91.1876(21) GeV/c2

mH = 125.09(24) GeV/c2
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The W boson mass: theoretical prediction

LSM = LSM (α, Gµ, mZ ;mH ;mf ;CKM)
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→ we can compute mW

+ ....

m2
W =

m2
Z

2

 
1 +

s
1� 4⇡↵

Gµ

p
2m2

Z

(1 +�r)

!

�r = �r(↵, Gµ,mZ ,mH ;mf ;CKM)
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The W boson mass: theoretical prediction

Sirlin, 1980, 1984; Marciano, Sirlin, 1980, 1981;
van der Bij, Veltman, 1984; Barbieri, Ciafaloni, Strumia 1993;
Djouadi, Verzegnassi 1987; Consoli, Hollik, Jegerlehner, 1989; 
Chetyrkin, Kühn, Steinhauser, 1995;
Barbieri, Beccaria, Ciafaloni, Curci, Viceré,1992,1993; Fleischer, Tarasov, Jegerlehner, 1993;
Degrassi, Gambino, AV, 1996; Degrassi, Gambino, Sirlin, 1997;
Freitas, Hollik, Walter, Weiglein, 2000, 2003;
Awramik, Czakon, 2002; Awramik, Czakon, Onishchenko, Veretin, 2003; Onishchenko, Veretin, 2003

J
H
E
P
0
5
(
2
0
1
5
)
1
5
4

combination of the W and Z mass counterterms in eq. (3.22) once the 1/ε poles in δ(1)m2
W

and δ(1)m2
Z are expressed in terms of MS quantities.

The two-loop counterterm δ(2)m2
Z includes also the contribution from the mixed γ Z

self-energy or

δ(2)m2
Z = Re



A(1)
ZZ(m

2
Z) +A(2)

ZZ(m
2
Z) +

(
A(1)

γZ (m
2
Z)

m2
Z

)2


 (3.25)

so that YMS up to the two-loop level reads

YMS = Y (1)

MS
+ Y (2)

MS
, (3.26)

Y (1)

MS
= Re

[
A(1)

WW (m2
W )

m2
W

− ĉ2
A(1)

ZZ(m
2
Z)

m2
W

]

MS

, (3.27)

Y (2)

MS
= Re



A
(2)
WW (m2

W )

m2
W

− A(2)
ZZ(m

2
Z)

m2
Z

+

(
A(1)

γZ

m2
Z

)2




MS

. (3.28)

The one-loop contribution to YMS is reported in eq. (A.4) of the appendix. As before

we give the higher order terms via a simple formula:

Y h.o.
MS

(mZ) = 10−4 (y0 + y1ds+ y2dt+ y3dH + y4das) (3.29)

where dt = [(Mt/173.34GeV)2 − 1] and

y0 = −18.616753 y1 = 15.972019, y2 = −16.216781, y3 = 0.0152367, y4 = −13.633472 .

(3.30)

Eq. (3.29) includes, besides the Y (2)

MS
contribution from eq. (3.28), the complete O(α̂αs)

corrections, the leading three-loop O(α̂α2
sM

2
t /m

2
W ) contribution [7, 8] and the subleading

O(α̂3M6
t /m

6
W ) and O(α̂2αsM4

t /m
4
W ) [17, 18], and the four-loop O(α̂α3

sM
2
t /m

2
W ) contribu-

tion [19, 20]. It approximates the exact result to better than 0.075% for ŝ2 on the interval

(0.23− 0.232) when the other parameters in eq. (3.29) are varied simultaneously within a

3σ interval around their central values.

4 Results

In this section we report our results for α̂, sin2θ̂W and mW . All results are presented as

simple parameterizations in terms of the relevant quantities whose stated validity refers

to a simultaneous variation of the various parameters within a 3σ interval around their

central values given in table 1. As a general strategy for the evaluation of the two-loop

contributions, where ĉ2 can be identified with c2, we have replaced in all the two-loop terms

mW with mZ ĉ. This choice gives rise to the weakest µ-dependence in mW .

The two-loop computation of the MS electromagnetic coupling from eq. (3.3) and of

sin2θ̂W from eq. (1.4) can be summarized by the following parameterizations

α̂(µ) = a0 + 10−3
(
a1dH + a2dT + a3das + a4da

(5)
)

(4.1)

sin2θ̂W (µ) = s0 + s1dH + s2dt+ s3dHdt+ s4das + s5da
(5) (4.2)
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µ = mZ µ = Mt

a0 (128.13385)−1 (127.73289)−1

a1 -0.00005246 -0.00005267

a2 -0.01688835 0.02087428

a3 0.00014109 0.00168550

a4 0.22909789 0.23057967

µ = mZ µ = Mt

s0 0.2314483 0.2346176

s1 0.0005001 0.0005016

s2 -0.0026004 -0.0001361

s3 0.0000279 0.0000514

s4 0.0005015 0.0004686

s5 0.0097431 0.0098710

Table 2. Coefficients for the parameterization of α̂(µ) (left table, eq. (4.1) in the text) and
sin2θ̂W (µ) (right table, eq. (4.2) in the text).

where da(5) = [∆α(5)
had(m

2
Z)/0.02750−1] and the ai and si coefficients are reported in table 2

for two different values of the scale µ. Eq. (4.1) approximates the exact result to better

than 1.1× 10−7 (1.2× 10−7) for µ = mZ (µ = Mt), while eq. (4.2) approximates the exact

result to better than 5.1× 10−6 (6.2× 10−6) for µ = mZ (µ = Mt).

From our results on α̂ and ŝ2 it is easy to obtain the values of the g and g′ coupling

constants at the weak scale, usually identified with Mt. They can be taken as starting points

in the study of the evolution of the gauge couplings via Renormalization Group Equations

(RGE) in Grand Unified Models and in the analysis of the stability of the Higgs potential

in the SM. Ref. [57] reports the values of the gauge coupling constants at the µ = Mt

scale, g(Mt) = 0.64822 and g′(Mt) = 0.35760, obtained using a complete calculation of

the two-loop threshold corrections in the SM. Here we find g(Mt) = 0.647550 ± 0.000050

and g′(Mt) = 0.358521 ± 0.000091. The difference between the two results, which should

be a three-loop effect, is more sizable than expected. However, the results of ref. [57]

were obtained using as input parameters Gµ and the experimental values of mZ and mW ,

while our result is obtained with a different set of input parameters, i.e. Gµ, α and mZ .

In our calculation mW is a derived quantity calculable from eq. (1.5). Moreover, as shown

below, our prediction for mW is not in perfect agreement with the present experimental

determination and therefore the gauge couplings extracted using the two different sets

of inputs parameters show some discrepancy. Indeed, using our prediction for mW in the

results of ref. [57] instead of the experimental result, we find that the difference between the

g (g′) computed in the two methods is one order of magnitude smaller than the two-loops

correction and two orders smaller than the one-loop correction to g (g′).

The two-loop determination of the W mass in the MS framework from eq. (1.5) can

be parameterized as follows

mW = w0 + w1dH + w2dH
2 + w3dh+ w4dt+ w5dHdt+ w6das + w7da

(5) (4.3)

with dh = [(mH/125.15 GeV)2−1]. The wi coefficients are reported in table 3 for µ = mZ .

Two different cases are considered. In the left column the coefficients refer to the standard

case of a simultaneous variation of all parameters within a 3σ interval around their central

values. The right column applies to the case where all parameters but the Higgs mass

are varied within a 3σ interval while the latter is varied between 50 and 450GeV. In the

– 12 –
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for two different values of the scale µ. Eq. (4.1) approximates the exact result to better

than 1.1× 10−7 (1.2× 10−7) for µ = mZ (µ = Mt), while eq. (4.2) approximates the exact

result to better than 5.1× 10−6 (6.2× 10−6) for µ = mZ (µ = Mt).

From our results on α̂ and ŝ2 it is easy to obtain the values of the g and g′ coupling

constants at the weak scale, usually identified with Mt. They can be taken as starting points

in the study of the evolution of the gauge couplings via Renormalization Group Equations

(RGE) in Grand Unified Models and in the analysis of the stability of the Higgs potential

in the SM. Ref. [57] reports the values of the gauge coupling constants at the µ = Mt

scale, g(Mt) = 0.64822 and g′(Mt) = 0.35760, obtained using a complete calculation of

the two-loop threshold corrections in the SM. Here we find g(Mt) = 0.647550 ± 0.000050

and g′(Mt) = 0.358521 ± 0.000091. The difference between the two results, which should

be a three-loop effect, is more sizable than expected. However, the results of ref. [57]

were obtained using as input parameters Gµ and the experimental values of mZ and mW ,

while our result is obtained with a different set of input parameters, i.e. Gµ, α and mZ .

In our calculation mW is a derived quantity calculable from eq. (1.5). Moreover, as shown

below, our prediction for mW is not in perfect agreement with the present experimental

determination and therefore the gauge couplings extracted using the two different sets

of inputs parameters show some discrepancy. Indeed, using our prediction for mW in the

results of ref. [57] instead of the experimental result, we find that the difference between the

g (g′) computed in the two methods is one order of magnitude smaller than the two-loops

correction and two orders smaller than the one-loop correction to g (g′).

The two-loop determination of the W mass in the MS framework from eq. (1.5) can

be parameterized as follows

mW = w0 + w1dH + w2dH
2 + w3dh+ w4dt+ w5dHdt+ w6das + w7da

(5) (4.3)

with dh = [(mH/125.15 GeV)2−1]. The wi coefficients are reported in table 3 for µ = mZ .

Two different cases are considered. In the left column the coefficients refer to the standard

case of a simultaneous variation of all parameters within a 3σ interval around their central

values. The right column applies to the case where all parameters but the Higgs mass

are varied within a 3σ interval while the latter is varied between 50 and 450GeV. In the
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The hadronic contribution can be obtained from the experimental data on the cross section

in e+e− → hadrons by using a dispersion relation. Two recent evaluations of ∆α(5)
had(m

2
Z)

report very consistent results: ∆α(5)
had(m

2
Z) = (275.7 ± 1.0) × 10−4 [52], ∆α(5)

had(m
2
Z) =

(275.0 ± 3.3) × 10−4 [53]. We use the latter as reference value in our calculation. The

Π(p)
γγ term in eq. (3.6) includes the top contribution to the vacuum polarization plus the

two-loop diagrams in which a light quark couples internally to the W and Z bosons. This

contribution, as well as ReΠ(5)
γγ (m2

Z), can be safely analyzed perturbatively.

The one-loop contribution to∆α̂p(mZ) ≡ ∆α̂(mZ)−∆α(5)
had(m

2
Z) is reported in eq. (A.3)

of the appendix. The higher order contributions to ∆α̂p(mZ) are presented here as a sim-

ple formula that parametrizes the full result in terms of the top and the Higgs masses, the

strong coupling, and ŝ2:

∆α̂p, h.o.(mZ) = 10−4 (b0 + b1ds+ b2dT + b3dH + b4das) (3.7)

where

ds =

(
ŝ2

0.231
− 1

)
, dT = ln

(
Mt

173.34GeV

)
,

dH = ln
( mH

125.15GeV

)
, das =

(
αs(mZ)

0.1184
− 1

)
(3.8)

with

b0 = 1.751181 b1 = −0.523813, b2 = −0.662710, b3 = −0.000962, b4 = 0.252884 .

(3.9)

Eq. (3.7) includes the O(α) contribution2 to Π(b)
γγ (0) + Π(l)

γγ(0) + Π(p)
γγ (0) plus the O(αs)

corrections to Π(p)
γγ (0) and the O(αs, α2

s) corrections to ReΠ(5)
γγ (m2

Z) [54]. It approximates

the exact result to better than 0.045% for ŝ2 in the interval (0.23− 0.232) when the other

parameters in eq. (3.7) are varied simultaneously within a 3σ interval around their central

values, given in table 1.

3.2 ∆r̂W

The radiative parameter ∆r̂W enters the relation between the Fermi constant and the

W mass. We recall that the Fermi constant is defined in terms of the muon lifetime τµ as

computed in an effective 4-fermion V −A Fermi theory supplemented by QED interactions:

1

τµ
=

G2
µm

5
µ

192π3
F

(
m2

e

m2
µ

)
(1 +∆q)

(
1 +

3m2
µ

5m2
W

)
, (3.10)

where F (ρ) = 1 − 8ρ + 8ρ3 − ρ4 − 12ρ2 ln ρ = 0.9981295 (for ρ = m2
e/m

2
µ) is the phase

space factor and ∆q = ∆q(1) +∆q(2) = (−4.234 + 0.036) × 10−3 are the QED corrections

computed at one [55] and two loops [56]. The calculation of ∆r̂W requires the subtraction

of the QED corrections, matching the result in the SM with that in the Fermi theory

2We alert the reader that our Πγγ is defined with the e20 coupling extracted, see eqs. (3.1), (3.2); therefore

the O(α) contribution is actually due to two-loop diagrams.
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∆α̂p, h.o.(mZ) = 10−4 (b0 + b1ds+ b2dT + b3dH + b4das) (3.7)

where

ds =

(
ŝ2
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The best available prediction includes 
 the full 2-loop EW result, leading higher-order EW and QCD corrections,
 resummation of reducible terms
Missing 3-loop and 4-loop terms needed to reduce the uncertainties.

12

on-shell scheme       GeV   (Freitas, Hollik, Walter, Weiglein)

MSbar scheme.        GeV   (Degrassi, Gambino, Giardino)

parametric uncertainties  GeV due to the   values

mos
W = 80.353 ± 0.004

mMS
W = 80.351 ± 0.003

δmpar
W = ± 0.005 (α, Gμ, mZ, mH, mt)

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024
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Experimental determinations of the W boson mass

13

William Barter (Edinburgh) Slide 4mW combination and comparison 23/8/23

Existing Measurements

• Challenging measurements – 
typically take multiple years to 
deliver.

• Three recent measurements:
• LHCb (2021) – uses 2016 dataset.
• CDF (2022) – uses Tevatron 

legacy dataset.
• ATLAS (2023) – reanalysis of 2011 

dataset [not used here].
• Clear tension between the existing 

measurements. 

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024

Are all the uncertainties, including the theoretical ones, properly included, for a determination at the O(10 MeV) level ?
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The weak mixing angle(s)

  • in the classical SM lagrangian the weak mixing angle expresses the amount of mixing between  and 

     necessary to identify the electromagnetic current.                 

SU(2)L U(1)Y

tan θW =
g′ 

g

14
Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024
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tan θW =
g′ 

g
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• the effective leptonic weak mixing angle enters in the definition of the effective Z-f-fbar vertex
    at the Z resonance , when f is a lepton

                            

( q2 = m2
Z )

ℳeff
Zff̄

= ūl γα [𝒢f
v(m2

Z) − 𝒢f
a(m2

Z) γ5] vl εα
Z 4 |Qf |sin2 θ f

eff = 1 −
𝒢f

v

𝒢f
a

• on-shell definition:
    Sirlin, 1980   

• MSbar definition:
    Marciano, Sirlin, 1980; Degrassi, Sirlin, 1991   

sin2 ✓OS = 1� m2
W

m2
Z

definition valid to all orders

weak dependence on top-quark
corrections

Gμ

2
=

g2
0

8m2
W,0

⟶ ̂s2 ̂c2 =
πα

2Gμm2
Z (1 − Δ ̂r)

̂s2 ≡ sin2 ̂θ(μR = mZ)

  • upon renormalisation, various definitions are possible, with sensitivity to different subsets of quantum corrections 
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The effective leptonic weak mixing angle: theoretical prediction
• parameterization of the full two-loop EW calculation + different sets of 3- and 4-loop corrections 

15
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formula

sin2 θfeff = s0 + d1LH + d2L
2
H + d3L

4
H + d4∆α + d5∆t + d6∆

2
t + d7∆tLH (3.6)

+ d8∆αs
+ d9∆αs

∆t + d10∆Z

with

LH = log
MH

125.7GeV
, ∆t =

( mt

173.2GeV

)2
− 1,

∆αs
=

αs(MZ)

0.1184
− 1, ∆α =

∆α

0.059
− 1, ∆Z =

MZ

91.1876GeV
− 1

provides a good description of the full result in the parameter region (2.8). Values for the

coefficients are obtained by fitting (3.6) to a grid of 8750 data points.

Table 3 shows the result of a fit to a calculation that includes all known corrections:

• Complete one- and two-loop electroweak corrections,

(see refs. [21, 23, 27, 28, 30–32, 36] for the original references);

• Corrections of order O(ααs) to vector-boson self-energies [64–68], which we have

re-evaluated for this work;

• Non-factorizable O(ααs) Zbb̄ vertex contributions [69–74], which do not cancel in the

ratio vb/ab;

• Higher-loop corrections in the limit of a large top Yukawa coupling yt, of orders

O(αtα2
s ) [75, 76], O(α2

tαs), O(α3
t ) [77, 78], and O(αtα3

s ) [79–81] where αt ≡ y2t /(4π).

As indicated by the last column in the table, the largest deviation of the fit formulae

from the full result is O(few × 10−6), while for most of the parameter region in (2.8) the

agreement is better than 10−6. The careful reader may realize that the parameterization

for sin2 θbeff in table 3 deviates slightly from eqs. (20,22) in [36]. The difference is due to

the larger grid of data points used here. A fit formula is, obviously, not able to reproduce

the data points in a grid perfectly. The fitting aims to find the best average agreement

between the data points (which are generated with our full numerical calculation) and

the fit formula. A larger grid therefore can lead to some shifts of the coefficients. As a

consequence, the formula in [36] will probably be more accurate for input values within

the ranges in table 1 there. On the other hand, while the formula here may be a little less

accurate within these ranges, it covers a much larger range of input values.

It should also be noted that the fit formula for sin2 θ"eff in ref. [28] does not include the

O(αtα3
s ) corrections from refs. [79–81], but they are included in the formula presented here.

In table 4 it is shown that the technical accuracy of our fit formulae is adequate for

the expected experimental precision of several future e+e− colliders, although it will get

modified by anticipated future three-loop electroweak corrections.
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Observable s0 d1 d2 d3 d4 d5

sin2 θ!eff × 104 2314.64 4.616 0.539 −0.0737 206 −25.71

sin2 θbeff × 104 2327.04 4.638 0.558 −0.0700 207 −9.554

Observable d6 d7 d8 d9 d10 max. dev.

sin2 θ!eff × 104 4.00 0.288 3.88 −6.49 −6560 < 0.056

sin2 θbeff × 104 3.83 0.179 2.41 −8.24 −6630 < 0.025

Table 3. Coefficients for the parameterization formula (3.6) for the leptonic and bottom-quark
effective weak mixing angles. Within the ranges given in eq. (2.8), the formula deviates from the
full result up to the maximal amount given in the last column.

Observable max. dev. EXP now FCC-ee CEPC GigaZ

ΓZ [MeV] 0.04 2.3 0.1 0.5 0.8

sin2 θ!eff × 104 0.056 1.6 0.06 0.23 0.1

sin2 θbeff × 104 0.025 160 9 9 15

Table 4. Goodness of fit for some chosen EWPOs, compared with the envisaged precision mea-
surements for ΓZ and sin2 θ!eff (statistical errors), and sin2 θbeff (systematic errors) at the collider
projects FCC-ee Tera-Z [84], CEPC [85] and ILC/GigaZ [86]. The values of maximal deviations
are taken from tables 1 and 3. The entry “EXP now” gives the present experimental precision, as
known since LEP 1 [44].

4 Vector and axial-vector Z-boson form factors F
f
V

and F
f
A

The pseudo-observables discussed in the previous sections aim to be closely related to

actual observables, such as cross-sections, branching ratios, or asymmetries. On the other

hand, for some purposes it is also useful to have numerical results for the underlying vertex

corrections themselves [34], for example: (i) Inclusion of selected corrections from Beyond

Standard Model (BSM) physics, (ii) Estimations of magnitudes of selected single terms,

(iii) Partial cross-checks with other calculations. For such purposes, the form factors F f
V

and F f
A introduced in eq. (2.2) are needed explicitly.

Tables 5 and 6 show the numerical contributions of different orders of perturbation

theory to F f
V and F f

A. Here the form factors are always understood to include the appro-

priate (on-shell) counterterms to render them UV-finite. In table 5 these are computed

using the following input values:

MZ = 91.1876GeV, ΓZ = 2.4952GeV, ⇒ MZ = 91.1535GeV (4.1a)

MW = 80.385GeV, ΓW = 2.085GeV, ⇒ MW = 80.358GeV (4.1b)

MH = 125.1GeV, mt = 173.2GeV,

mMS
b = 4.2GeV, ∆α = 0.059, αs = 0.1184 (4.1c)

For table 6, on the other hand, the Fermi constant Gµ is used as an input instead of (4.1b),

– 9 –

I.Dubovyk, A.Freitas, J.Gluza, T.Riemann, J.Usovitsch, arXiv:1906.08815

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024
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Comparison of different weak mixing angle determinations

Q [GeV]
1000010001001010.10.010.0010.0001
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sin2 θW (Q )
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NuTeV

eDIS Tevatron ATLAS
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 The sensible comparison of different determinations of  offers a test of the SM
     →  LEP/SLD longstanding discrepancies might be clarified

 e+e- and hadron colliders determinations are based on observables with different systematics
                                                              but also use different definitions to fit the data (WARNING!)
     → For a meaningful test,  it is important to compare the same weak mixing angle.  (cfr. different definitions)

sin2 θW
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Probing extended Higgs sectors with the mass of the W boson, Georg Weiglein, Orsay 2023 W mass workshop, Orsay, 02 / 2023

Prediction for MW and sin2θeff in the SM and MSSM 
vs. experimental accuracies (before new CDF result) 

22

[S. Heinemeyer, W. Hollik, G. W., L. Zeune ’18]

MW and sin2θeff have high sensitivity for model discrimination⇒

MSSM region
SM ``line’’
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W
 [GeV]
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si
n

2
θ e

ff m
t
 = 170 .. 175 GeV

SM:M
H
 = 125.1 ± 0.7 GeV

MSSM

SM, MSSM
Heinemeyer, Hollik, Weiglein, Zeune et al. ’18

experimental errors 68% CL / collider experiment:

LEP/SLD/Tevatron/LHC: today

ILC/GigaZ

A
FB

 (LEP)

A
LR

 (SLD)

New CDF 
value

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024

Relevance of a simultaneous study of  and of the weak mixing anglemW

independent determination of these two parameters crucial for testing different New Physics alternatives
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Figure 8. Two-dimensional 68% (dark) and 95% (light) probability contours for V and f (from
darker to lighter), obtained from the fit to the Higgs-boson signal strengths and the EWPO.

Result 95% Prob. Correlation Matrix

W 1.00± 0.05 [0.89, 1.10] 1.00

Z 1.07± 0.11 [0.85, 1.27] �0.17 1.00

f 1.01± 0.11 [0.80, 1.22] 0.41 �0.14 1.00

Table 13. SM-like solution in the fit of W , Z , and f to the Higgs-boson signal strengths.

with custodial symmetry. We notice that theoretical predictions are symmetric under

the exchanges {W , f} $ {�W , �f} and/or Z $ �Z , where Z can flip the

sign independent of W , since the interference between the W and Z contributions to the

vector-boson fusion cross section is negligible. Hence we have considered only the parameter

space where both W and Z are positive. In this case, we ignore EWPO in the fit, since

setting W 6= Z generates power divergences in the oblique corrections, indicating that the

detailed information on the UV theory is necessary for calculating the oblique corrections.

We also consider the case in which we only lift fermion universality and introduce

di↵erent rescaling factors for charged leptons (`), up-type quarks (u), and down-type

quarks (d), while keeping a unique parameter V for both HV V couplings. In this case,

from the Higgs-boson signal strengths we obtain the constraints on the scale factors pre-

sented in table 14 and in the top plots of figure 10. By adding the EWPO to the fit, the

constraints become stronger, as shown in table 15 and in the bottom plots of figure 10.

In this case, the Higgs-boson signal strengths are approximately symmetric under the ex-

changes ` $ �`, d $ �d and/or {V , u} $ {�V , �u}. These approximate

symmetries follow from the small e↵ect of the interference between tau and/or bottom-

quark loops with top-quark/W loops in the Higgs-boson decay into two photons, as well

as the relatively small interference between bottom- and top-quark loops in gluon-fusion,

for |V,u,d,`| ⇠ 1. Moreover, we find that negative values of u are disfavoured in the fit.

Hence, in figure 10 we consider only the parameter space where all ’s are positive. Again,
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Electroweak precision constraints at present and future colliders Jorge de Blas
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Figure 2: (Left) 68%, 95%, and 99% probability contours for the dg
b

V
, dg

b

A
couplings. (Center) 68%

and 95% probability contours for dg
b

R
, dg

b

L
, together with the constraints from R

0
b
, A

0
FB

and Ab. (Right)
Expected sensitivities to dg

b

R
, dg

b

L
at future colliders. Different shades of the same colour correspond to

results including or neglecting the future theoretical uncertainties.

Result Correlation Matrix

dg
b

R
0.016±0.006 1.00

dg
b

L
0.002±0.001 0.90 1.00

Table 4: Results of the fit for the shifts in the left-
handed and right-handed Zbb̄ couplings.

Result Correlation Matrix

dg
b

V
0.018±0.007 1.00

dg
b

A
�0.013±0.005 �0.98 1.00

Table 5: Results of the fit for the shifts in the vector
and axial-vector Zbb̄ couplings.
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Figure 3: (Left) 1D probability distribution for kV derived from EWPD. (Center) Comparison of the 68%
and 95% probability contours for rescaled Higgs couplings to fermions (k f ) and vector bosons (kV ), from
EWPO and Higgs signal strengths (see [1] for details). (Right) Expected sensitivities to kV at future collid-
ers. Different shades of the same colour correspond to results including or neglecting the future theoretical
uncertainties.

We also find a preference for kV > 1, with 90% of probability. This imposes significant constraints
on composite Higgs models, which generate values of kV < 1, unless extra contributions to the
oblique parameters are present. It is noteworthy that, as can be seen in the central panel of Fig. 3,
the EWPO constraints still dominate the LHC run 1 bounds from Higgs signal strengths [1].

Finally, we consider the general parametrization of NP effects using the SM effective field
theory up to dimension 6. Assuming that the fields and symmetries of nature at energies below
a given cutoff L are those of the SM, the most general Lorentz and SM gauge invariant theory

4

A precise measurement of  and  constrains  several dim-6 operators 
contributing to Higgs and gauge interaction vertices.    
 Today still one of the strongest constraints
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Λ: Cut-off of the EFT

February 16, 2018

EFT analyses with FCC precision

J. de Blasa†

aINFN, Sezione di Roma, Piazzale A. Moro 2, I-00185 Rome, Italy

Abstract

Materials for the talk presented at the FCC physics meeting on Feb. 19 2018.
EFT: E↵ects suppressed by �

q

⇤

�d�4

q = v, E < ⇤

1 Expected precision for EWPO at FCC-ee
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Table 1: Expected sensitivities to Z-lineshape parameters and normalized partial decay widths.
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Effects  
suppressed by

Truncate at d=6: 59 types of operators (2499 counting flavor) 
W. Buchmüller, D. Wyler, Nucl. Phys. B268 (1986) 621
C. Arzt, M.B. Einhorn, J. Wudka, Nucl. Phys. B433 (1995) 41 
B.Grzadkowski, M.Iskrynski, M.Misiak, J.Rosiek, JHEP 1010 (2010) 085

First complete basis, aka Warsaw basis
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The dimension-6 SMEFT

• The dimension 6 SMEFT: 

• LO new physics effects “start” at dimension 6  

• With current precision, and assuming Λ~TeV, sensitivity to d>6 is small

Power counting: EFT expansion in canonical dimension of operators
Particles and symmetries of the low-energy theory: SM
Assumes new physics is heavy + decoupling

de Blas et al, arXiv:1608.01509

M2
W = M2

Z c2 [1 −
c2

c2 − s2 ( 1
2

CϕD + 2
s
c

CϕWB +
s2

c2
ΔGμ) v2

Λ2 ]

𝒪ϕWB = ϕ†σaϕBμνWa
μν

v2BμνW3
μν

vhBμνW3
μν

EWSB

gauge boson masses

h→ZZ, γ γ

Relevance of new high-precision measurement of EW parameters

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024

18



Physical processes, observables 
and parameter determination 

19
Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024

19



20

V

Xa

b

p

p

l

l̄

         ∙Test of perturbative QCD

         ∙Determination of the proton structure

         ∙Discovery of  W and Z bosons (1983)

         ∙High-precision determination of W and Z properties

         ∙Background to New Physics searches

Lepton-pair Drell-Yan production at hadron colliders

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024
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The factorisation theorems guarantee the validity of the above picture up to power correction effects

The interplay of QCD and EW interactions appears both in the partonic cross section and in the proton PDFs

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024

Lepton-pair Drell-Yan production at hadron colliders
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Lepton-pair transverse momentum distribution
 ∙A crucial role in QCD tests and precision EW measurements (  in particular) is played by the  distribution

 ∙The impressive experimental precision is a formidable test of the theory predictions, QCD in first place

 ∙At per mille level higher-order QCD resummation matched with fixed order corrections

                             non-perturbative QCD effects and heavy quarks corrections                       are relevant

                             EW corrections

mW pℓ+ℓ−

⊥
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Fig. 2 The distribution of events passing the selection requirements
in the electron channel (left) and muon channel (right) as a function
of dilepton transverse momentum (upper row) and φ∗

η (lower row). The
MC signal sample is simulated using Powheg+Pythia8. The statistical

uncertainties of the data points are generally smaller than the size of the
markers. The predictions are normalized to the integral of the data and
the total experimental uncertainty of the predicted values is shown as a
grey band in the ratio of the prediction to data

ties are considered correlated between bins of p##
T and φ∗

η .
An exception are the components of the reconstruction and
identification efficiencies which have a significant statistical
component due to the limited number of events in the data
samples used to derive the efficiency corrections. Uncertain-
ties related to electron or muon reconstruction and identifica-
tion are always assumed to be uncorrelated with each other.
They dominate the uncertainty in the fiducial cross-section
measurement.

The uncertainties in the MC background estimates are
obtained by independently varying the theory cross-sections
used to normalize the corresponding samples and observing
the effect on the measured p##

T and φ∗
η cross-sections. These

background uncertainties are considered correlated between
bins of p##

T and φ∗
η and between the electron and muon chan-

nels. As described in Sect. 3.4, the uncertainty in the multijet
background in the electron channel is obtained by changing
the input range of the template used to estimate the multijet

background. For the muon channel, the measurement is per-
formed again with a modified isolation variable used in the
normalization procedure. The differences between the nomi-
nal and modified measurements are used as uncertainty. The
estimated multijet backgrounds are assumed to be uncorre-
lated between the channels.

An uncertainty is derived to cover the mis-modelling of
the simulated pile-up activity following the measurement of
the cross-section of inelastic pp collisions [68]. Also, the
uncertainty in modelling the distribution of the longitudinal
position of the primary vertex is considered. These uncertain-
ties are treated as correlated between the electron channel and
muon channel.

The uncertainty from the unfolding method is determined
by repeating the procedure with a different simulation where
the nominal particle-level spectrum is reweighted so that the
simulated detector-level spectrum is in good agreement with
the data. The modified detector-level distribution is unfolded

123
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Fig. 3 The systematic uncertainties for the electron channel measure-
ment (left) and muon channel measurement (right) for the normalized
p!!

T (upper row) and normalized φ∗
η (lower row). The statistical uncer-

tainties are a combination of the uncertainties due to limited data and

MC sample sizes. The p!!
T distribution is split into linear and logarithmic

scales at 30 GeV. Some uncertainties are larger than 2% for p!!
T > 200

GeV and hence cannot be displayed. The corresponding uncertainties
are also summarized in Table 4

Table 3 Measured integrated
cross-section in the fiducial
volume in the electron and muon
decay channels at Born level
and their combination as well as
the theory prediction at NNLO
in αS using the CT14 PDF set

Channel Measured cross-section × B(Z/γ ∗ → !!) Predicted cross-section × B(Z/γ ∗ → !!)
(value ± stat. ± syst. ± lumi.) (value ± PDF ± αS ± scale ± intrinsic)

Z/γ ∗ → ee 738.3 ± 0.2 ± 7.7 ± 15.5 pb

Z/γ ∗ → µµ 731.7 ± 0.2 ± 11.3 ± 15.3 pb

Z/γ ∗ → !! 736.2 ± 0.2 ± 6.4 ± 15.5 pb 703+19
−24

+6
−8

+4
−6

+5
−5 pb [72]

nels.3 The combined precision is between 0.1% and 0.5%
for p!!

T < 100 GeV, rising to 10% towards the high end
of the spectrum, where the overall precision is limited by
the data and MC sample size. The combined results for
both distributions are presented in Table 4 including sta-
tistical and bin-to-bin uncorrelated and correlated system-
atic uncertainties. The measurement results are reported at
Born level and factors kdr, the binwise ratio of dressed and

3 The χ2/Ndof is still good when taking into account only bins with
p!!

T > 50 GeV.

born level results, are given to transfer to the dressed particle
level.

5.2 Comparison with predictions

The integrated fiducial cross-section is compared with a
fixed-order theory prediction that is computed in the same
way as in Ref. [76]. The speed-optimized DYTurbo [77]
version of the DYNNLO 1.5 [10] program with the CT14
NNLO set of PDFs [78] is used to obtain a prediction at
next-to-next-to-leading order (NNLO) in αS in the Gµ EW

123

At CERN the EW WG has a subgroup scrutinising the predictions of this observable by different collaborations
Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024
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Charge asymmetry in charged-current Drell-Yan

∙An important role in the determination of proton structure is played by the charge-asymmetry rapidity distribution

      ▻ needed to improve the flavour separation

      ▻ precise results at parton level for this quantity make its contribution to the PDF fit more significant

           → importance of NNLO and N3LO calculations

      ▻ in a fiducial volume the rapidity and transverse momentum dependencies are connected by kinematics  

           →  impact on the  determinationmW

23

mean zero, but a reduced uncertainty after the likelihood
profiling procedure, i.e., width smaller than unity. Finally,
the points representing the observed postfit values of the
parameters may have a mean different from zero, indicating
a pull of the associated systematic uncertainty, and a width
smaller than 1.

Such a result can be obtained in both the helicity and the
double-differential cross section fits, and they indeed
provide a consistent set of PDF nuisance parameter values.
The ones reported in this section, shown in Fig. 20, come
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FIG. 17. Absolute differential cross section as a function of jηlj
for the Wþ → lþν (left) and W− → l−ν̄ channel (right). The
measurement is the result of the combination of the muon and
electron channels. The lower panel in each plot shows the ratio of
observed and expected cross sections. The colored bands re-
present the prediction from MadGraph5_aMC@NLO with the ex-
pected uncertainty from the quadrature sum of the PDF ⊕ αS
variations (blue) and the μF and μR scales (bordeaux).
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FIG. 18. Absolute differential W boson charge asymmetry as a
function of jηlj. The measurement is the result of the combination
of the muon and electron channels. The lower panel shows the
difference of observed and expected charge asymmetry. The
colored bands represent the prediction from MadGraph5_aMC@NLO

with the expected uncertainty from the quadrature sum of the
PDF ⊕ αS variations (blue) and the μF and μR scales (bordeaux).
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Figure 4: Absolute di�erential W-boson charge asymmetry as a function of |[ | measured by ATLAS (a)
[21] and CMS (b) [22]. The lower panel in each plot shows the ratio (di�erence for (b)) of observation and
expectation for the asymmetry and the relative uncertainty.

This phenomena is called W-boson charge asymmetry and could be defined asA = f
+
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where f
+(�)
[ = 3f+(�)

3[ – pseudorapidity di�erential cross section of ,+(�) -boson production. This
variable provide an important constraints on the ratio of u- and d-quark distributions in the extended
region of the Bjorken x scaling variable and could be used for extraction of B8=2

\
;
4 5 5 value. The

W boson charge asymmetry was measured as a function of the lepton pseudorapidity by ATLAS atp
B = 8 TeV [21] and by CMS at

p
B = 13 TeV [22] (Fig. 4. The measured asymmetry is in a good

agreement with calculations at NLO and NNLO.

The spatial characteristics of Z-boson decay (@@̄ ! W
¢//0 ! ;

+
;
�) [23] products also can

be used for studying the parton distribution functions. The double di�erential cross section of this
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Figure 5.14: Same as Fig. 5.13, now for the absolute W+, W� and Z cross-sections. All predictions are
normalized to the experimental central value.

5.6 Higgs production

We finally study the PDF dependence of predictions for inclusive Higgs production at LHC
13 TeV, and for Higgs pair production, which could also be within reach of the LHC in the
near future [142,143]. We study single Higgs in gluon fusion, associated production with gauge
bosons and top pairs and vector boson fusion, and double Higgs production in gluon fusion.
In each case, we show predictions normalized to the NNPDF3.1 result, and only show PDF
uncertainties. All calculations (including ABMP16) are performed with ↵s = 0.118.

The settings are the following. For gluon fusion we perform the calculation at N3LO using
ggHiggs [144–146]. Renormalization and factorization scales are set to µF = µR = mh/2 and
the computation is performed using rescaled e↵ective theory. For associate production with a
tt̄ pair we use MadGraph5 aMC@NLO [147], with default factorization and renormalization scales
µR = µF = HT /2, where HT is the sum of the transverse masses. For associate production with
an electroweak gauge boson we use vh@nnlo code [148] at NNLO with default scale settings.
For vector boson fusion we perform the calculation at N3LO using proVBFH [149, 150] with the
default scale settings. Finally, for double Higgs production at the FCC 100 TeV the calculation
is performed using MadGraph aMC@NLO.

Results are shown in Figs. 5.15-5.16. For gluon fusion and tt̄h, which are both driven by the
gluon PDF, the former for x ⇠ 10�2, and the latter for large x, results from the various PDF
sets agree within uncertainties; NNPDF3.0 and NNPDF3.1 are also in good agreement, with
the new prediction exhibiting reduced uncertainties. The spread of results is somewhat larger
for associate production with gauge bosons. The NNPDF3.1 prediction is about 3% higher than
the NNPDF3.0 one, with uncertainties reduced by a factor 2, so the two cross-sections barely
agree within uncertainties. Also, of the three PDF sets entering the PDF4LHC15 combination,
NNPDF3.0 gave the smallest cross-section, but NNPDF3.1 now gives the highest one: V H

production is driven by the quark-antiquark luminosity, and this enhancement for MX ' 200
GeV between 3.0 and 3.1 could indeed be observed already in Fig 5.8. For VBF we also find that
the NNPDF3.1 result is larger, by about 2%, than the NNPDF3.0 one, with smaller uncertainties,
and it is in better agreement with other PDF sets. Finally, for double Higgs production in gluon
fusion the central value with NNPDF3.1 increases slightly but is otherwise consistent with the
NNPDF3.0 prediction, and here there is also good agreement for all the PDF sets.
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NNPDF collaboration, arXiv:1706.00428 

on-shell gauge boson production

as a PDF benchmark
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Relevance of Neutral Current  Drell-Yan measurements: searches for New Physics signals

High invariant masses (before our calculations)
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Figure 2. Differential pp → e+e− cross section as a function of the dilepton invariant mass,
at
√
S = 13TeV. The shaded regions indicate the theoretical uncertainties from PDF and scale

variations.

mass of the charged lepton and the neutrino, or of the two charged leptons. The running

of the coefficients from the initial scale µ0 = 1TeV to µR is taken into account by solving

eq. (2.37). The error bands in figures 1 and 2 include the 7−point scale variations, by

independently varying µF and µR between m!!′/2 and 2m!!′ excluding the extremes, and

PDF variations, computed with the 30 members of the PDF4LHC15 nlo 30 PDF set.

For both W and Z production, the uncertainties of the NLO SM cross section are

about 2–3% at low mW
T or me+e− , and increase to about 10% at mW

T ,me+e− ∼ 1–2TeV,

where they are dominated by PDF uncertainties. We find that the cross sections induced

by the dimension-six operators that couple to the light quarks are affected by similar errors.

In particular, the PDF uncertainties for both the SM and the dimension-six cross sections

dominate at large mW
T or me+e− , where they are about 10–15%. The scale variations for

operators with a similar chiral structure as the SM, such as CL,Qu or CQe, as well as the

dipole operators and the semileptonic tensor operators are all very similar, being at most

around 5%. The scalar operators CLedQ and C(1)
LeQu, on the other hand, have larger scale

uncertainties, close to 10% at high invariant mass.

The cross section induced by the four-fermion and dipole operators, as a function of

mW
T or ml+l− , falls more slowly than in the SM, and thus the effects are more visible for

large invariant mass. This is evident from the middle panels of figures 1 and 2, which show

the ratio of the differential cross sections in the presence of dimension-six operators and in

– 15 –
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2 The operator basis

Before discussing dimension-six operators, we recall a few SM ingredients needed to es-

tablish our conventions. The SM Lagrangian is completely determined by the invariance

under the Lorentz group, the gauge group SU(3)c × SU(2)L × U(1)Y , and by the matter

content. We consider here the SM in its minimal version, with three families of leptons and

quarks, and one scalar doublet. The left-handed quarks and leptons transform as doublets

under SU(2)L

qL =

(
uL
dL

)
, !L =

(
νL
eL

)
, (2.1)

while the right-handed quarks, uR and dR, and charged leptons, eR, are singlets under

SU(2)L. We do not include sterile right-handed neutrinos, but their effects on e.g. W

production can be straightforwardly included [26]. The scalar field ϕ is a doublet under

SU(2)L. In the unitary gauge we have

ϕ =
v√
2
U(x)

(
0

1 + h
v

)
, (2.2)

where v = 246GeV is the scalar vacuum expectation value (vev), h is the physical Higgs

field and U(x) is a unitary matrix that encodes the Goldstone bosons. By ϕ̃ we denote

ϕ̃ = iτ2ϕ∗.

The gauge interactions are determined by the covariant derivative

Dµ = ∂µ + i
g

2
τ ·Wµ + ig′Y Bµ + igsG

a
µt

a (2.3)

where Bµ, W I
µ and Ga

µ are the U(1)Y , SU(2)L and SU(3)c gauge fields, respectively, and g′,

g, and gs are their gauge couplings. Furthermore, τ/2 and ta are the SU(2)L and SU(3)c
generators, in the representation of the field on which the derivative acts. In the SM,

the gauge couplings g and g′ are related to the electric charge and the Weinberg angle by

gsw = g′cw = e, where e > 0 is the charge of the positron and sw = sin θW , cw = cos θW .

We will shortly discuss how these relations are affected in the presence of dimension-six

operators. The hypercharge assignments under the group are 1/6, 2/3, −1/3, −1/2, −1,
and 1/2 for qL, uR , dR , !L , eR , and ϕ, respectively. The SM Lagrangian then consists

of the Lorentz- and gauge-invariant terms with dimension d ≤ 4 that can be constructed

from the above fields.

The processes we aim to study, Drell-Yan, WH, ZH, and VBF, are affected by many

dimension-six operators. Following the notation of ref. [13], we classify the relevant opera-

tors according to their content of gauge (denoted by X), fermion (ψ), and scalar fields (ϕ).

The operators that contribute at tree level fall in the following five classes

L = LX2ϕ2 + Lψ2Xϕ + Lψ2ϕ2D + Lψ2ϕ3 + Lψ4 . (2.4)

Here LX2ϕ2 contains operators with two scalars and two gauge bosons. At the order we

are working and for the processes we are considering, the only relevant operators are the

– 3 –

S.Alioli, W.Dekens, M.Girard, E.Mereghetti, arXiv:1804.07407

A deviation from the SM prediction can point  
towards New Physics
Is the SM prediction under control at the O(0.5%) level
in the TeV region of the  distribution ?mℓℓ
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Neutral current Drell-Yan in a fixed-order expansion

26

                                                      
                                                                           
                                                                           
                                                                          

σ(h1h2 → ℓℓ̄ + X) = σ(0,0)+
αs σ(1,0) + α σ(0,1)+
α2

s σ(2,0) + α αs σ(1,1)+α2 σ(0,2)+
α3

s σ(3,0) + . . .

C.Duhr, B.Mistlberger, arXiv:2111.10379

Hamberg, Matsuura, van Nerveen, (1991)   
Anastasiou, Dixon, Melnikov, Petriello, (2003)

Catani, Cieri, Ferrera, de Florian, Grazzini (2009)

Baur, Brein, Hollik, Schappacher, Wackeroth (2001)

Altarelli, Ellis, Martinelli (1979)

Drell-Yan (1970)

R.Bonciani, L.Buonocore, M.Grazzini, S.Kallweit, N.Rana, F.Tramontano, AV, (2021)
T.Armadillo, R.Bonciani, S.Devoto, N.Rana, AV, (2022)

F.Buccioni, F.Caola, H.Chawdhry, F.Devoto, M.Heller, A.von Manteuffel, K.Melnikov, R.Röntsch, C.Signorile-Signorile, (2022)

still missing
Sudakov high-energy approximations
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scale variation at NNLO underestimated the true size of the N3LO corrections. We note,

however, that the size of the bands at NNLO was particularly small for the NCDY process,

often at the sub-percent level depending on the invariant masses considered.

In figure 7 we show the dependence of the cross section for Q = 100 GeV on one of the

two perturbative scales with the other held fixed at some value in the interval [Q/2, 2Q].

We observe a very good reduction of the scale dependence as we increase the perturbative

order, with only a very mild scale dependence at N3LO. Just like for the photon-only and

W cases, the bands from NNLO and N3LO do not overlap. 1

Figure 5: The K-factors ⌃N
k
LO

/⌃N
3
LO as a function of invariant masses 10 GeV Q 150

GeV for k  3. The bands are obtained by varying the perturbative scales by a factor of

two around the central µcent. = Q.

LO NLO

NNLO N3LO
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0.95

0.975

1.

1.025

Q [GeV]

�
/�
N
3L
O

LHC 13TeV
PDF4LHC15_nnlo_mc
P P �e+e-+X
�cent.=Q

Figure 6: The K-factors ⌃N
k
LO

/⌃N
3
LO as a function of invariant masses Q 1.800 GeV

for k  3. The bands are obtained by varying the perturbative scales by a factor of two

around the central µcent. = Q.

1The leading order cross section does not depend on the strong coupling constant and consequently does

also not change with variation of the renormalisation scale. As a result the right panel of fig. 7 does not

show any band for the leading order cross section.

– 14 –

C.Duhr, B.Mistlberger, arXiv:2111.10379

Thanks to the N3LO-QCD results for the Drell-Yan cross section, scale variation band at the few per mille level at any Q

The PDFs are not yet at N3LO

This is promising, in view of the program of searches for deviation from the SM in the TeV range

What about NNLO QCD-EW and NNLO-EW corrections ?

Progress in the QCD calculations and simulations: lepton-pair invariant mass
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Phenomenology of mixed QCD-EW corrections for NC-DY

SETUP   (LHC @ )
• NNPDF31_nnlo_as_0118_luxqed

• ,    ,     

• massive muons (no photon lepton recombination)

•  scheme, complex mass scheme

• fixed scale  

s = 13.6 TeV

pT,μ > 25 GeV |yμ | < 2.5 66 GeV < mμ+μ− < 116 GeV

Gμ

μF = μR = mZ

[LB, Bonciani, Devoto, Grazzini, Kallweit, Rana, 
Tramontano,Vicini in preparation ]

‣ Mixed QCD-EW corrections are smaller in this setup, but non-
trivial  shape distortion in the distributions  

‣ Stabilisation of theory uncertainties
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PRELIMINARYPhenomenology of Neutral Current Drell-Yan including exact NNLO QCD-EW corrections
R.Bonciani, L.Buonocore, S.Devoto, M.Grazzini, S.Kallweit, N.Rana, F.Tramontano, AV,   arXiv:2106.11953 , Phys.Rev.Lett. 128 (2022) 1, 012002  and work  in preparation

Sub-percent correction on total xsec  (cfr. setup)

Non-trivial distortion of the rapidity distribution (absent in the naive factorised approximation)

Large effects below the Z resonance (the factorised approximation fails)  →  impact on the  determination

O(-1.5%) effects above the resonance                                                    → ongoing precision studies in the CERN EW WG

sin2 θeff

Preliminary
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Phenomenology of mixed QCD-EW corrections for NC-DY

SETUP   (LHC @ )
• NNPDF31_nnlo_as_0118_luxqed

• ,    ,     

• massive muons (no photon lepton recombination)

•  scheme, complex mass scheme

• dynamic scale  

s = 13 TeV

pT,μ > 53 GeV |yμ | < 2.4 mμ+μ− > 150 GeV

Gμ

μF = μR = mμ+μ−

[LB, Bonciani, Devoto, Grazzini, Kallweit, Rana, 
Tramontano,Vicini in preparation ]

‣ Negative corrections of several percents in the  
tails with respect to NNLO QCD+EW 

‣ The factorised approximation catches the bulk of QCD-EW corrections pointing towards a factorisation of NLO QCD 
corrections and EW Sudakov logarithms 

‣ Small residual non-factorisable effects at (sub) percent level 

backward fowward

PRELIMINARY

CMS 2103.02708

as observed in [Buccioni et al (2022)]

Phenomenology of Neutral Current Drell-Yan including exact NNLO QCD-EW corrections
R.Bonciani, L.Buonocore, S.Devoto, M.Grazzini, S.Kallweit, N.Rana, F.Tramontano, AV,   arXiv:2106.11953 , Phys.Rev.Lett. 128 (2022) 1, 012002  and work  in preparation

Preliminary

Negative mixed NNLO QCD-EW effects  (-3% or more) at large invariant masses,

absent in any additive combination      →  impact on the searches for new physics
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Need for a full NNLO-EW calculation to reduce the uncertainties to sub-percent level
The NNLO-EW corrections to scattering processes are still today one of the frontiers in QFT

                               
The NNLO-EW corrections could modify in a non-trivial way the large-mass/momentum tails of the distributions
Large logarithmic corrections (EW Sudakov logs) appear in the virtual corrections 
At two-loop level, we have up to the fourth power of , log(s/m2

V)
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Figure 1: Separate logarithmic contributions to R(e+e− → qq̄) in % to the Born approximation:
(a) the one-loop LL (ln2(s/M2), long-dashed line), NLL (ln1(s/M2), dot-dashed line) and N2LL
(ln0(s/M2), solid line) terms; (b) the two-loop LL (ln4(s/M2), short-dashed line), NLL (ln3(s/M2),
long-dashed line), NNLL (ln2(s/M2), dot-dashed line) and N3LL (ln1(s/M2), solid line) terms.

section) we obtain in the same notations

RLR(e+e− → QQ̄) = 1− 4.48L(s) + 17.51 l(s)− 13.16 a

− 1.16L2(s) + 15.66L(s) l(s)− 43.50 l2(s) + 44.05 l(s) a ,

RLR(e+e− → qq̄) = 1− 1.12L(s) + 12.05 l(s)− 16.44 a

− 0.81L2(s) + 18.02L(s) l(s)− 130.74 l2(s) + 278.71 l(s) a ,

RLR(e+e− → µ+µ−) = 1− 13.24L(s) + 116.58 l(s)− 148.42 a

− 0.79L2(s) + 23.68L(s) l(s)− 155.46 l2(s)− 116.67 l(s) a .

(66)

Finally, for the left-right asymmetry ÃLR (the difference of the cross sections for the left-
and right-handed initial state particles divided by the total cross section) which differs from
ALR for the quark-antiquark final state we have

R̃LR(e+e− → QQ̄) = 1− 2.75L(s) + 10.60 l(s)− 9.05 a

− 0.91L2(s) + 11.16L(s) l(s)− 33.49 l2(s) + 28.28 l(s) a ,

R̃LR(e+e− → qq̄) = 1− 1.07L(s) + 11.75 l(s)− 16.21 a

− 0.77L2(s) + 17.06L(s) l(s)− 125.18 l2(s) + 267.60 l(s) a .

(67)

The numerical structure of the corrections in the case of e+e− annihilation is shown in
Figs. 1-3. In Fig. 1 the values of different logarithmic contributions to R(e+e− → qq̄) are

22

1-loop 2-loop

           B.Jantzen, J.H.Kühn, A.A.Penin, V.A.Smirnov, hep-ph/0509157

corrections to  
due to EW Sudakov logs

e+e− → qq̄
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urgently needed to match sub-percent precision in the TeV region, but also to match FCC-ee 
precision 
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W-boson mass 
determination
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 determination at hadron collidersmW

 ● In charged-current DY, 
    it is NOT possible to reconstruct the lepton-neutrino invariant mass
    Full reconstruction is possible (but not easy) only in the transverse plane

 ● A generic observable has a linear response to an  variation 
    With a goal for the relative error of , the problem seems to be unsolvable

 ●   extracted from the study of the shape of the ,  and   distributions  in CC-DY 
    thanks to the jacobian peak that enhances the sensitivity to 

                       

      → enhanced sensitivity at the  level (  distribution ) 
                            or even at the  level (  distribution)

mW
10−4

mW pl
⊥ M⊥ Emiss

⊥
mW

d
dp2

⊥
→

2
s

1

1 − 4p2
⊥/s

d
d cos θ

∼
d

dp2
⊥

→
2
s

1

1 − 4p2
⊥/m2

W

d
d cos θ

10−3 pl
⊥

10−2 M⊥

32

W

Xa

b

p

p

l

ν

34 36 38 40 42 44

p`
? [GeV]

0.00

0.05

0.10

0.15

0.20

0.25

d
æ

/
d

p
` ?

[n
b

/
G

e
V

]

p`∫
? < 15 GeV

mW = 80.379 GeV

NLO+NLL

NNLO+NNLL

NNLO+N3LL

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024

32



The lepton transverse momentum distribution in charged-current Drell-Yan

The lepton transverse momentum distribution has a jacobian peak 

induced by the factor   .

When studying the W resonance region, the peak appears at 

Kinematical end point at   at LO

The decay width allows to populate the upper tail of the distribution

Sensitivity to soft radiation → double peak at NLO-QCD

The QCD-ISR next-to-leading-log resummation broadens the distribution
and cures the sensitivity to soft radiation at the jacobian peak.

1/ 1 −
s
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In the  spectrum the sensitivity to  and important QCD features are closely intertwinedpℓ
⊥ mW
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Given one experimental kinematical distribution
  ∙ we compute the corresponding theoretical distribution for several hypotheses of one Lagrangian input parameters (e.g. )
  ∙ we compute, for each  hypothesis, a   defined in a certain interval around the jacobian peak (fitting window)

  ∙ we look for the minimum of the  distribution

The  value associated to the position of the minimum of the  distribution is the experimental result

mW
m(k)

W χ2
k

χ2

mW χ2

 determination at hadron colliders: template fittingmW
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A determination at the  level requires 
a control over the shape of the distributions at the per mille level

The theoretical uncertainties of the templates 
contribute to the theoretical systematic error on 

   -  higher-order QCD  

   -  non-perturbative QCD 

   -  PDF uncertainties

   -  heavy quarks corrections                   

   -  EW corrections

10−4

mW

34
Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024

34



The template fitting procedure is acceptable if the data are described by the theoretical distribution with high quality
Template fitting: description of the single lepton transverse momentum distribution

Scale variation of the NNLO+N3LL prediction for ptlep  
provides a set of equally good templates 
but the width of the uncertainty band is at the few percent level 
a factor 10 larger than the naive estimate would require !

→ data driven approach
     a Monte Carlo event generator is tuned to the data in NCDY ( )
     for one QCD scale choice
                                                    ↓

pZ
⊥

35

34 36 38 40 42 44

p`
? [GeV]

0.00

0.05

0.10

0.15

0.20

0.25

d
æ

/
d

p
` ?

[n
b

/
G

e
V

]

p`∫
? < 15 GeV

mW = 80.379 GeV

NLO+NLL

NNLO+NNLL

NNLO+N3LL

L.Rottoli, P.Torrielli, AV;   arXiv:2301.04059

S = 13 TeV pℓ
⊥ > 20 GeV, Mℓν

⊥ > 27 GeV, |ηℓ | < 2.5

RadISH + MCFM 
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The template fitting procedure is acceptable if the data are described by the theoretical distribution with high quality
Template fitting: description of the single lepton transverse momentum distribution

Scale variation of the NNLO+N3LL prediction for ptlep  
provides a set of equally good templates 
but the width of the uncertainty band is at the few percent level 
a factor 10 larger than the naive estimate would require !

→ data driven approach
     a Monte Carlo event generator is tuned to the data in NCDY ( )
     for one QCD scale choice
                                                    ↓
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FIG. S36: Differences between the data and simulation, divided by the expected statistical uncertainty, for the mT

distributions in the muon (left) and electron (right) channels.
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FIG. S37: Differences between the data and simulation, divided by the expected statistical uncertainty, for the p!T
distributions in the muon (left) and electron (right) channels.
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FIG. S38: Differences between the data and simulation, divided by the expected statistical uncertainty, for the pνT
distributions in the muon (left) and electron (right) channels.
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maximizes the likelihood in data and includes backgrounds (shaded). The likelihood is computed using events
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inputs, χ2/dof and the probability of obtaining a χ2/dof at least as large, are summarized in Table S9.

B. Consistency checks

We compare the electron and muon p!T fit results obtained from subsamples of the data chosen to enhance possible
residual instrumental effects (Table S10). The uncertainty on the difference between the W+ → µ+ν and W− → µ−ν
fits includes the uncertainty due to the COT alignment (the uncertainty in the intercept of the linear fit in Fig. S6),
which contributes to this mass splitting. The mass fit differences for the electron channel are shown with and without
applying an E/p-based calibration from the corresponding subsample. The stability of the momentum and energy
scales is verified by performing Z-boson mass fits in subsamples separated in chronological time (indicated by run
number in Table S10).

We additionally test the stability of the mass fits as the fit ranges are varied. The variations of the fitted mass values
relative to the nominal results are consistent with expected statistical fluctuations, as shown in Figs. S39-S41 [107].

CDF collaboration, Scince 376, 170-176 (2022)     Eur.Phys.J.C 78 (2018) 2, 110, Eur.Phys.J.C 78 (2018) 11, 898 (erratum) 
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The template fitting procedure is acceptable if the data are described by the theoretical distribution with high quality
Template fitting: description of the single lepton transverse momentum distribution

Scale variation of the NNLO+N3LL prediction for ptlep  
provides a set of equally good templates 
but the width of the uncertainty band is at the few percent level 
a factor 10 larger than the naive estimate would require !

→ data driven approach
     a Monte Carlo event generator is tuned to the data in NCDY ( )
     for one QCD scale choice
                                                    ↓
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A data driven approach improves                the accuracy of the model     ( i.e. its ability to describe the data )
                                   does not improve   the precision of the model     ( the intrinsic ambiguities in the model formulation )      

What are the limitations of the transfer of information from NCDY to CCDY ?
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 ● very large impact of initial-state QCD radiation on the ptlep distribution
 ● large radiative corrections due to QED final state radiation at the jacobian peak
 ● very large interplay of QCD and QED corrections redefining the precise shape of the jacobian peak

Interplay of QCD and QED corrections
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 ● very large impact of initial-state QCD radiation on the ptlep distribution
 ● large radiative corrections due to QED final state radiation at the jacobian peak
 ● very large interplay of QCD and QED corrections redefining the precise shape of the jacobian peak

Interplay of QCD and QED corrections

NLO-QCD + QCDPS + QEDPS  is the lowest order meaningful approximation of this observable

the precise size of the mixed QCDxQED corrections (and uncertainties) depends on the choice for the QCD modelling
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1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2

2 Horace FSR-LL -89±1 -97±1 -179±1 -195±1

3 Horace NLO-EW with QED shower -90±1 -94±1 -177±1 -190±2

4 Horace FSR-LL + Pairs -94±1 -102±1 -182±2 -199±1

5 Photos FSR-LL -92±1 -100±2 -182±1 -199±2

Table 3. W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radi-
ation, for muons and bare electrons at 14 TeV LHC. The templates are computed at LO without
any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the
table.

determination of the W mass are in practice independent of the nominal c.m. energy. This

feature follows from the fact that these theoretical contributions are driven by logarithmic

terms of the form LQED = ln(ŝ/m2
`
), where m` is the mass of the radiating particle.

Independently of the accelerator energy, the configurations with ŝ ' M
2
W
, theW resonance,

dominate the cross section and the kinematical distributions relevant for the determination

of MW .

Comparing the di↵erent lines of table 3, it can be noticed that:

• 1 vs. 2: the contribution due to multiple photon emission, beyond O(↵), dominated

by two-photon radiation terms, amounts to some MeV for muons and to about 20

- 30 MeV for bare electrons, because of the very di↵erent impact of lepton-mass

dependent collinear logarithms LQED. This is in agreement with previous studies

at Tevatron energies, where the contribution of multiple FSR is taken into account

using Photos.

• 2 vs. 3: the contribution of non-logarithmic NLO EW corrections is a small e↵ect,

at a few MeV level, for both muons and electrons, and independent of the considered

observable. This result emphasizes the dominant rôle played by QED FSR at LL

level within the full set of NLO EW corrections.

• 2 vs. 4: the O(↵2) contribution due to lepton-pair radiation induces a shift of MW

of about 5±1 MeV for muons and 3±1 MeV for electrons, when considering the fits

to the transverse mass distribution. It is a not negligible e↵ect given the present

accuracy of the measurement at the Tevatron, where it is presently treated as a

contribution to the QED uncertainty, because the Photos version included in the

Tevatron analyses did not simulate pair radiation‡‡. For W decays into muons, the

shift is of the same order of the one induced by multiple photon emission, whereas

‡‡
At present a version of Photos including the e↵ects of light-pair radiation is available, as described in

ref. [79].

– 28 –

C.Carloni Calame, M.Chiesa, H.Martinez, G.Montagna, O.Nicrosini, F.Piccinini, AV, arXiv:1612.02841 
Impact of EW and mixed QCDxEW corrections on MW

 • QED FSR plays the major role
 • subleading QED and weak induce further O(4 MeV) shifts
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5 Photos FSR-LL -92±1 -100±2 -182±1 -199±2

Table 3. W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radi-
ation, for muons and bare electrons at 14 TeV LHC. The templates are computed at LO without
any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the
table.

determination of the W mass are in practice independent of the nominal c.m. energy. This

feature follows from the fact that these theoretical contributions are driven by logarithmic

terms of the form LQED = ln(ŝ/m2
`
), where m` is the mass of the radiating particle.

Independently of the accelerator energy, the configurations with ŝ ' M
2
W
, theW resonance,

dominate the cross section and the kinematical distributions relevant for the determination

of MW .

Comparing the di↵erent lines of table 3, it can be noticed that:

• 1 vs. 2: the contribution due to multiple photon emission, beyond O(↵), dominated

by two-photon radiation terms, amounts to some MeV for muons and to about 20

- 30 MeV for bare electrons, because of the very di↵erent impact of lepton-mass

dependent collinear logarithms LQED. This is in agreement with previous studies

at Tevatron energies, where the contribution of multiple FSR is taken into account

using Photos.

• 2 vs. 3: the contribution of non-logarithmic NLO EW corrections is a small e↵ect,

at a few MeV level, for both muons and electrons, and independent of the considered

observable. This result emphasizes the dominant rôle played by QED FSR at LL

level within the full set of NLO EW corrections.

• 2 vs. 4: the O(↵2) contribution due to lepton-pair radiation induces a shift of MW

of about 5±1 MeV for muons and 3±1 MeV for electrons, when considering the fits

to the transverse mass distribution. It is a not negligible e↵ect given the present

accuracy of the measurement at the Tevatron, where it is presently treated as a

contribution to the QED uncertainty, because the Photos version included in the

Tevatron analyses did not simulate pair radiation‡‡. For W decays into muons, the

shift is of the same order of the one induced by multiple photon emission, whereas

‡‡
At present a version of Photos including the e↵ects of light-pair radiation is available, as described in

ref. [79].
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Impact of EW and mixed QCDxEW corrections on MW

 • QED FSR plays the major role
 • subleading QED and weak induce further O(4 MeV) shifts

of muons; for recombined electrons the shifts are of the size of ⇠ 1 ± 2 MeV and

⇠ 1± 4 MeV for MT and p
l

T
, respectively.

These results show that a QED-LL approach without matching is more accurate,

at the level of precision required for the MW determination, when QED FSR is

simulated with Photos (line 2). The small di↵erence between the shifts obtained

with Photos with and without matching with the NLO EW results can also be

understood from figure 8, where the relative impact of the EW e↵ects in the two

cases is almost identical.

These comparisons can be considered as a measure of the accuracy inherent in the use

of a generator given by a tandem of tools like ResBos+Photos (like in the present

Tevatron measurements) in the sector of mixed QCD-EW corrections.

The assessment of the uncertainty for the Tevatron as explained in the third item

above, is, in our opinion, one of the most important and original aspects of our study.

6.4.3 Results for the LHC

In this section we present the results for a similar analysis to the one addressed in Sec-

tion 6.4.2, but under LHC conditions. The details of the event selection are shown in

table 11, and the corresponding mass shifts in table 12.

Process pp ! W
+
! µ

+
⌫,

p
s = 14 TeV

PDF MSTW2008 NLO

Event selection |⌘
`
| < 2.5, p`

T
> 20 GeV, p

⌫

T
> 20 GeV, p

W

T
< 30 GeV

Table 11. Event selection used for the study of QED and mixed QCD-EW e↵ects at LHC.

pp ! W
+,

p
s = 14 TeV MW shifts (MeV)

Templates accuracy: NLO-QCD+QCDPS W
+
! µ

+
⌫ W

+
! e

+
⌫(dres)

Pseudodata accuracy QED FSR MT p
`
T MT p

`
T

1 NLO-QCD+(QCD+QED)PS Pythia -95.2±0.6 -400±3 -38.0±0.6 -149±2

2 NLO-QCD+(QCD+QED)PS Photos -88.0±0.6 -368±2 -38.4±0.6 -150±3

3 NLO-(QCD+EW)+(QCD+QED)PStwo-rad Pythia -89.0±0.6 -371±3 -38.8±0.6 -157±3

4 NLO-(QCD+EW)+(QCD+QED)PStwo-rad Photos -88.6±0.6 -370±3 -39.2±0.6 -159±2

Table 12. W mass determination for muons and dressed electrons at the LHC 14 TeV in the
case of W+ production. MW shifts (in MeV) due to multiple QED FSR and mixed QCD-EW
corrections, computed with Pythia-qed and Photos as tools for the simulation of QED FSR
e↵ects. Pythia-qed and Photos have been interfaced to Powheg-v2 with only QCD corrections
(lines 1 and 2) or matched to Powheg-v2 two-rad with NLO (QCD+EW) accuracy (lines 3 and
4). The templates have been computed with Powheg-v2 with only QCD corrections. The results
are based on MC samples with 4⇥108 events.

Similar remarks on the comparison between Pythia-qed and Photos, as well as on

mixed QCD-EW corrections, apply in this case. However, further considerations can be
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 the bulk of the corrections is included in the analyses
   • what is the associated uncertainty ?
   • what happens if  we change the underlying QCD model ?

the impact on MW of the mixed QCD QED-FSR corrections strongly depends on the underlying QCD shape/model

``````````
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  • in a fiducial volume the rapidity and transverse momentum dependencies are connected by kinematics  

    →  the PDF uncertainties (longitudinal d.o.f.) are “transmitted” to the transverse observables   →  impact on 

  •  proton PDF uncertainty parameterised with replicas  →  each one yields a different  fit result

mW

mW
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G.Bozzi, L.Citelli, AV, arXiv:1501.05587,     G.Bozzi, L.Citelli, M.Vesterinen, AV, arXiv:1508.06954     

3.4 PDF uncertainty dependence on the acceptance cuts

The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the mW PDF uncertainty on additional cuts on the lepton-pair
transverse momentum pW? or on the charged-lepton pseudorapidity acceptance interval is presented
in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
uncertainty impact. We observe that the region at large pW? yields an important contribution

normalized distributions
cut on pW? cut on |⌘l| CT10 NNPDF3.0

inclusive |⌘l| < 2.5 80.400 + 0.032� 0.027 80.398± 0.014
pW? < 20 GeV |⌘l| < 2.5 80.396 + 0.027� 0.020 80.394± 0.012
pW? < 15 GeV |⌘l| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
pW? < 10 GeV |⌘l| < 2.5 80.392 + 0.015� 0.012 80.394± 0.007

pW? < 15 GeV |⌘l| < 1.0 80.400 + 0.032� 0.021 80.406± 0.017
pW? < 15 GeV |⌘l| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
pW? < 15 GeV |⌘l| < 4.9 80.400 + 0.009� 0.004 80.401± 0.003
pW? < 15 GeV 1.0 < |⌘l| < 2.5 80.392 + 0.025� 0.018 80.388± 0.012

Table 6: LHC 8 TeV, W+ production. Impact of di↵erent acceptance cuts. The two cuts pl? > 25
GeV and /ET � 25 GeV are always applied. In the first four rows we vary the cut on pW? , for fixed
|⌘l| interval. In the second four rows we vary the pseudorapidity acceptance, with pW? < 15 GeV.
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Figure 5: Shape of the di↵erential distribution d�/dx for di↵erent pW? cuts (left plot). Ratio of
the previous shapes with di↵erent pW? cuts with respect to the inclusive (no pW? cut) distribution
(right plot).

to the PDF uncertainty, which can be reduced by a suitable cut on this variable. A tight cut like
pW? < 10 GeV could bring the uncertainty below the 10 MeV level. The experimental problem to
accurately select the events that pass the cut can be a limiting factor for the improvement in this
direction.

14

   • the normalized ptlep distribution, 
      integrated over the whole lepton-pair rapidity range, 
      does not depend on x and  very weakly on the PDF replica

   • PDF sum rules →
      non trivial compensations between different rapidity intervals
                                            among different flavors  →   Anticorrelation   

   • MW measurement at LHCb significantly reduces the global PDF uncertainty
   •  W+ and W- determinations are anti correlated w.r.t. PDFs their combination benefits of a reduction of the PDF error
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PDF correlations in the MW combination LHC-TeV MW working group,   arXiv:2308.09417

CT18 MSHT20 NNPDF4.0

Correlations needed in the combination

PDF anti-correlations between experiments leads to more stable results and reduced PDF dependence

Significantly different correlations between the various PDF sets
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Weak mixing angle determination at hadron colliders (I)

AFB(Ml+l�) =
F (Ml+l�)�B(Ml+l�)
F (Ml+l�) + B(Ml+l�)

cos �⇥ = f
2

M(l+l�)
�

M2(l+l�) + p2
t (l+l�)

[p+(l�)p�(l+)� p�(l�)p+(l+)]

p± =
1⇥
2
(E ± pz) f =

|pz(l+l�)|
pz(l+l�)

F (Ml+l�) =
� 1

0

d⇥

d cos ��
d cos �� B(Ml+l�) =

� 0

�1

d⇥

d cos �⇥
d cos �⇥

invariant mass Forward-Backward asymmetry in NCDY

scattering angle defined in the Collins-Soper frame → “Forward” (“Backward”)

we would like to appreciate parity violation like at LEP, 
observing an asymmetry with respect to the direction of the incoming particle

  → it is not possible because we have both   and  annihilation processes

  → at the LHC the symmetry of the collider (p-p) removes one possible preferred direction

but…

qq̄ q̄q

43
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Figure 1: Born diagrams for the qq̄ (a) and for the ⇥⇥ (b,c) subprocesses.

which is depicted in figure 1 (a). This process is a neutral current process and its amplitude,
neglecting the Higgs-boson contribution, is mediated by s-channel photon and Z-boson ex-
change. In the unitary gauge, the tree-level amplitude reads as

M0 = M� +MZ (2.1)

M� = � e2 QqQl
gµ⌅ � kµk⌅/s

s
[v̄(p2)⇥µu(p1)] [ū(p3)⇥⌅v(p4)]

⇤ � e2 QqQl
gµ⌅ � kµk⌅/s

s
Jµ

emJ⌅
em

MZ = � e2

s2
⇥c

2
⇥

gµ⌅ � kµk⌅/s

s�m2
Z + i�ZmZ

[v̄(p2) (vq ⇥µ + aq⇥
µ⇥5) u(p1)] [ū(p3) (vl ⇥⌅ + al⇥

⌅⇥5) v(p4)]

⇤ � e2

s2
⇥c

2
⇥

gµ⌅ � kµk⌅/s

s�m2
Z + i�ZmZ

Jµ
Z,qq̄J

⌅
Z,l+l�

where mZ is the Z-boson mass and �Z is the Z decay width, necessary to describe the Z

resonance region, s = (p1 + p2)2 is the squared partonic center-of-mass (c.m.) energy and
kµ = pµ

1 + pµ
2 , � = e2/(4⌅) is the fine structure constant, c⇥ ⇤ mW /mZ is the cosine of

the weak mixing angle. The vector and axial-vector couplings of the Z-boson to fermions
are vf = Tf � 2Qfs2

⇥ and af = �Tf where Tf = ±1/2 is the third component of the weak
isospin and Qf is the electric charge of the fermion f .

The subprocess ⇥(p1) ⇥(p2)⌅ l�(p3) l+(p4), which is depicted in figure 1 (b,c), is, at
lowest order, a pure QED reaction, whose di⇥erential cross section, in the partonic c.m.
frame and neglecting all fermion masses, reads as

d⇧̂��

d cos ⇤
=

2⌅�2

s

�
1 + cos2 ⇤

sin2 ⇤

⇥
(2.2)

2.2 The O(�) calculation

The complete O(�) EW corrections to the neutral current Drell-Yan process have already
been computed in refs. [12, 13]. We have repeated independently the calculation and
included in addition the photon-induced processes. We summarize here the main features
of our approach.

The O(�) corrections include the contribution of real and virtual corrections. The
virtual corrections follow from the perturbative expansion of the 2⌅ 2 scattering amplitude

– 4 –
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…but
at a given lepton-pair rapidity ,   and  have different weight because of the PDFs  ⇒ do not cancel each other

the parton luminosity unbalance is due to the different x dependence of the valence and sea quarks
AFB is more pronounced at large , e.g. at LHCb

Y qq̄ q̄q

Y

� sin2 ⇥W = 0.0001
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the AFB slope around  has a linear dependence on 

AFB probes a PDF weighted combination of up, down and leptonic effective angles

mZ sin2 θℓ
eff

44

Weak mixing angle determination at hadron colliders (II)
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The invariant mass Forward-Backward asymmetry in neutral-current DY and sin2 θℓ
eff

PoS(ICHEP2016)677

Dilepton AFB at ATLAS and CMS Jiyeon Han for the ATLAS and CMS collaborations

FB
A

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1 CMS
 (8 TeV)-119.7 fb

|y| < 1
Data 
POWHEG 

M [GeV]
50 100 200 300 1000 2000

σ
(D

at
a 

- M
C

) /
 

-2
-1
0
1
2

FB
A

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1 CMS
 (8 TeV)-119.7 fb

1 < |y| < 1.25
Data 
POWHEG 

M [GeV]
50 100 200 300 1000 2000

σ
(D

at
a 

- M
C

) /
 

-2
-1
0
1
2

FB
A

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1 CMS
 (8 TeV)-119.7 fb

1.25 < |y| < 1.5
Data 
POWHEG 

M [GeV]
50 100 200 300 1000 2000

σ
(D

at
a 

- M
C

) /
 

-2
-1
0
1
2

FB
A

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1 CMS
 (8 TeV)-119.7 fb

1.5 < |y| < 2.4
Data 
POWHEG 

M [GeV]
50 100 200 300 1000 2000

σ
(D

at
a 

- M
C

) /
 

-2
-1
0
1
2

FB
A

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1 CMS
 (8 TeV)-119.7 fb

2.4 < |y| < 5
Data 
POWHEG 

M [GeV]
50 60 70 80 90100 200 300

σ
(D

at
a 

- M
C

) /
 

-2
-1
0
1
2

Figure 3: The unfolded forward-backward asymmetry measured in CMS as a function of the dilepton
invariant mass for the five rapidity bins.

Figure 4: The unfolded forward-backward asymmetry measured in ATLAS as a function of the dilepton
invariant mass for CC electrons (left), CF electrons (middle), and dimuon (right) events.

6. Measurement of sin2 q lept

e f f

ATLAS collaboration extracts the effective weak mixing angle from the measured A
raw

FB
. The

extraction is done using a template method with a PYTHIA MC simulation. Templates for AFB

are constructed by varying sin2 q lept

e f f
in the range 0.218  sin2 q lept

e f f
 0.236. Weights for each

sin2 q lept

e f f
value are calculated at the generator level, in bins of dilepton invariant mass and cosqCS.

The A
raw

FB
values from the re-weighted MC samples are compared with data and c2 test between

data and templates over the dilepton invariant mass range of 70 to 250 GeV is used to extract
sin2 q lept

e f f
. Table 1 summarizes the extracted sin2 q lept

e f f
in each of the three channels (CC electron,

CF electron, and muon). The dominant systematic uncertainty of the sin2 q lept

e f f
measurement is the

PDF uncertainty. [11]

4
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Fig. 7 The extracted values of sin2 θ"
eff in the muon and electron

channels, and their combination. The horizontal bars include statisti-
cal, experimental, and PDF uncertainties. The PDF uncertainties are
obtained both without (top) and with (bottom) using the Bayesian χ2

weighting

Table 4 The central value and the PDF uncertainty in the mea-
sured sin2 θ"

eff in the muon and electron channels, and their combi-
nation, obtained without and with constraining PDFs using Bayesian
χ2 reweighting

Channel Not constraining PDFs Constraining PDFs

Muons 0.23125 ± 0.00054 0.23125 ± 0.00032

Electrons 0.23054 ± 0.00064 0.23056 ± 0.00045

Combined 0.23102 ± 0.00057 0.23101 ± 0.00030

ing technique works well when the replicas span the optimal
value on both of its sides. In addition, the effective number of
replicas after χ2 reweighting, neff = N 2/

∑N
i=1 w

2
i , should

also be large enough to give a reasonable estimate of the
average value and its standard deviation. There are 39 effec-
tive replicas after the χ2 reweighting (neff = 39). Includ-
ing the corresponding statistical uncertainty of 0.00005, the
total PDF uncertainty becomes 0.00031. As a cross-check,
we perform the analysis with the corresponding set of 1000
NNPDF3.0 replicas in the dimuon channel, and find good
consistency between the two results.

We have also studied the PDFs represented by Hes-
sian eigenvectors using the CT10 [28], CT14 [51], and
MMHT2014 [52] PDFs in an analysis performed in the
dimuon channel. First, we generate the replica predictions
(i) for each observable O for the Hessian eigensets (k):

Oi = O0 +
1
2

n∑

k=0

(O2k+1 − O2k+2)Rik, (15)

l
effθ2sin
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Fig. 8 Extracted values of sin2 θ"
eff from the dimuon data for differ-

ent sets of PDFs with the nominal (top) and χ2-reweighted (bottom)
replicas. The horizontal error bars include contributions from statistical,
experimental, and PDF uncertainties

where n is the number of eigenvector axes, and the Rik are
random numbers sampled from the normal distribution with a
mean of 0 and a standard deviation of unity. Then, the same
technique is applied as used in the NNPDF analysis. The
results of fits for these PDFs are summarized in Fig. 8. After
Bayesian χ2 reweighting the central predictions for all PDFs
are closer to each other, and the corresponding uncertainties
are significantly reduced. The result using CT14 is within
about 1/3 of the PDF uncertainty of the NNPDF3.0 result
in the muon channel, whereas the MMHT2014 set yields
a smaller sin2 θ"

eff value by about one standard deviation.
Some of these differences can be reduced by adding more
data (e.g. including the electron channel, which is not con-
sidered in this check). Some can be attributed to the resid-
ual differences in the valence and sea quark distributions,
which are not fully constrained using the AFB distributions
alone. For example, we find that the NLO NNPDF3.0 PDF set
yields a very good description for the published 8 TeV CMS
muon charge asymmetry (χ2 of 4.6 for 11 dof). In contrast,
the χ2 values with the CT14 and MMHT2014 PDF sets are
21.3 and 21.4, respectively. We also constructed a combined
set from same number of replicas of NNPDF3.0, CT14, and
MMHT2014 PDFs, and after including the data from the W
charge asymmetry in the PDF reweighting, we find the com-
bined weighted average in the dimuon channel differs from
the NNPDF3.0 result by only 0.00009, and the standard devi-
ation only increases from 0.00032 to 0.00036. Consequently,
for our quoted results we use only the NNPDF3.0 PDF set,
which is used in both dimuon and dielectron analyses.

As an additional test, for the case of Hessian PDFs (includ-
ing the Hessian NNPDF3.0 [53]) we perform a simultaneous
χ2 fit for sin2 θ"

eff and all PDF nuisance parameters repre-

123

A determination of  competitive with the  LEP results  ( 0.23152(16)  )  is becoming possible. 

It requires the most advanced fixed- and all-order QCD and EW corrections

sin2 θlep
eff
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The invariant mass Forward-Backward asymmetry in neutral-current DY and sin2 θℓ
eff
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Dilepton AFB at ATLAS and CMS Jiyeon Han for the ATLAS and CMS collaborations
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Figure 3: The unfolded forward-backward asymmetry measured in CMS as a function of the dilepton
invariant mass for the five rapidity bins.

Figure 4: The unfolded forward-backward asymmetry measured in ATLAS as a function of the dilepton
invariant mass for CC electrons (left), CF electrons (middle), and dimuon (right) events.

6. Measurement of sin2 q lept

e f f

ATLAS collaboration extracts the effective weak mixing angle from the measured A
raw

FB
. The

extraction is done using a template method with a PYTHIA MC simulation. Templates for AFB

are constructed by varying sin2 q lept

e f f
in the range 0.218  sin2 q lept

e f f
 0.236. Weights for each

sin2 q lept

e f f
value are calculated at the generator level, in bins of dilepton invariant mass and cosqCS.

The A
raw

FB
values from the re-weighted MC samples are compared with data and c2 test between

data and templates over the dilepton invariant mass range of 70 to 250 GeV is used to extract
sin2 q lept

e f f
. Table 1 summarizes the extracted sin2 q lept

e f f
in each of the three channels (CC electron,

CF electron, and muon). The dominant systematic uncertainty of the sin2 q lept

e f f
measurement is the

PDF uncertainty. [11]
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l
effθ2sin
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Combined

Electron

Muon

 (8 TeV)-1) + 19.6 (ee) fbµµWeighted NNPDF3.0         18.8 (CMS

Fig. 7 The extracted values of sin2 θ"
eff in the muon and electron

channels, and their combination. The horizontal bars include statisti-
cal, experimental, and PDF uncertainties. The PDF uncertainties are
obtained both without (top) and with (bottom) using the Bayesian χ2

weighting

Table 4 The central value and the PDF uncertainty in the mea-
sured sin2 θ"

eff in the muon and electron channels, and their combi-
nation, obtained without and with constraining PDFs using Bayesian
χ2 reweighting

Channel Not constraining PDFs Constraining PDFs

Muons 0.23125 ± 0.00054 0.23125 ± 0.00032

Electrons 0.23054 ± 0.00064 0.23056 ± 0.00045

Combined 0.23102 ± 0.00057 0.23101 ± 0.00030

ing technique works well when the replicas span the optimal
value on both of its sides. In addition, the effective number of
replicas after χ2 reweighting, neff = N 2/

∑N
i=1 w

2
i , should

also be large enough to give a reasonable estimate of the
average value and its standard deviation. There are 39 effec-
tive replicas after the χ2 reweighting (neff = 39). Includ-
ing the corresponding statistical uncertainty of 0.00005, the
total PDF uncertainty becomes 0.00031. As a cross-check,
we perform the analysis with the corresponding set of 1000
NNPDF3.0 replicas in the dimuon channel, and find good
consistency between the two results.

We have also studied the PDFs represented by Hes-
sian eigenvectors using the CT10 [28], CT14 [51], and
MMHT2014 [52] PDFs in an analysis performed in the
dimuon channel. First, we generate the replica predictions
(i) for each observable O for the Hessian eigensets (k):

Oi = O0 +
1
2

n∑

k=0

(O2k+1 − O2k+2)Rik, (15)

l
effθ2sin

0.229 0.23 0.231 0.232
NNPDF3.0 (100)
CT14

MMHT2014

NNPDF3.0 (1000)
CT10

 (8 TeV)-1Nominal PDF                                             18.8 fbCMS

l
effθ2sin

0.229 0.23 0.231 0.232
NNPDF3.0 (100)
CT14

MMHT2014

NNPDF3.0 (1000)
CT10

 (8 TeV)-1Weighted PDF                                            18.8 fbCMS

Fig. 8 Extracted values of sin2 θ"
eff from the dimuon data for differ-

ent sets of PDFs with the nominal (top) and χ2-reweighted (bottom)
replicas. The horizontal error bars include contributions from statistical,
experimental, and PDF uncertainties

where n is the number of eigenvector axes, and the Rik are
random numbers sampled from the normal distribution with a
mean of 0 and a standard deviation of unity. Then, the same
technique is applied as used in the NNPDF analysis. The
results of fits for these PDFs are summarized in Fig. 8. After
Bayesian χ2 reweighting the central predictions for all PDFs
are closer to each other, and the corresponding uncertainties
are significantly reduced. The result using CT14 is within
about 1/3 of the PDF uncertainty of the NNPDF3.0 result
in the muon channel, whereas the MMHT2014 set yields
a smaller sin2 θ"

eff value by about one standard deviation.
Some of these differences can be reduced by adding more
data (e.g. including the electron channel, which is not con-
sidered in this check). Some can be attributed to the resid-
ual differences in the valence and sea quark distributions,
which are not fully constrained using the AFB distributions
alone. For example, we find that the NLO NNPDF3.0 PDF set
yields a very good description for the published 8 TeV CMS
muon charge asymmetry (χ2 of 4.6 for 11 dof). In contrast,
the χ2 values with the CT14 and MMHT2014 PDF sets are
21.3 and 21.4, respectively. We also constructed a combined
set from same number of replicas of NNPDF3.0, CT14, and
MMHT2014 PDFs, and after including the data from the W
charge asymmetry in the PDF reweighting, we find the com-
bined weighted average in the dimuon channel differs from
the NNPDF3.0 result by only 0.00009, and the standard devi-
ation only increases from 0.00032 to 0.00036. Consequently,
for our quoted results we use only the NNPDF3.0 PDF set,
which is used in both dimuon and dielectron analyses.

As an additional test, for the case of Hessian PDFs (includ-
ing the Hessian NNPDF3.0 [53]) we perform a simultaneous
χ2 fit for sin2 θ"

eff and all PDF nuisance parameters repre-

123

A determination of  competitive with the  LEP results  ( 0.23152(16)  )  is becoming possible. 

It requires the most advanced fixed- and all-order QCD and EW corrections

sin2 θlep
eff

    is defined exactly at    →  it is a test of the SM at this energy scale     

                                                             →  a test on an extended energy range possible by studying 

sin2 θlep
eff q2 = m2

Z

sin2 ̂θMS(μ2
R)

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024
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 The MSbar weak mixing angle  sin2 ̂θ(μ2
R)

The RGE evolution depends on the number of active flavours contributing to the -function
Above  there is an change of sign which features a positive slope.

Can we test this prediction of the SM, i.e. 1) the running and 2) the value of the slope ?

β
μ = mW

Clara L. Del Pio - DIS 2023 5

The running sin2 θMS
w (μ)
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0.225

0.23

0.235

0.24

0.245

(Q
)

Wθ2
si

n

Energy dependence on the electroweak mixing angle

(APV)WQ

pQ

eQ

eDIS
NuTeV
LEP/SLD

3−10 2−10 1−10 1 10 210 310
Q [GeV]

0.97
0.98
0.99

1
1.01
1.02
1.03

M
ea

s.
/P

re
d.

Er
ler

, J
., 

Sc
ho

tt,
 M

., 
Pr

og
r. 

in 
Pa

rt.
 a

nd
 N

uc
l. P

hy
s. 

10
6 

(2
01

9)
 6

8-
11

9

Several measurements at low 

but no experimental results  
of the running at high energies!

Q2

?

46

In QFT couplings and masses are defined at a given energy scale    

  → observables characterized by different energy scales allow to extract the“running” couplings
       testing QFT predictions 

μR

46
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 Fitting the MSbar weak mixing angle  sin2 ̂θ(μ2
R)

47

How can we fit  ?

  - take the experimental lepton-pair invariant mass distribution in a given bin of mass 
  - set  
  - take the theoretical expression of the invariant mass distribution  and fit  to the data

sin2 ̂θ(μ2
R)

mℓℓ
μR = mℓℓ

sin2 ̂θ(m2
ℓℓ)

Which theoretical expression should I use ?

   - if we take the LO cross section  → we bias the result (faking a BSM effect) 
                                                          because we reabsorb quantum corrections  not related to the coupling def
                                                                       in the fit parameter  (e.g. QCD corrections)   

   - if we take the LO + NLO + NNLO + … cross section 
                                                     → we remove the source of bias thanks to an explicit description

47
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   determination at hadron colliders at large invariant massessin2 ̂θ(μR)

Clara L. Del Pio - DIS 2023 12

Results

Inner bars: no PDFs, QCD, EW ho 

The running of the MSbar angle can be established at LHC  in Run III and at HL-LHC with percent precision.

For the actual measurement the best theoretical predictions will be needed, to avoid interpretation mismatches:
full NNLO (QCD, EW and mixed QCDxEW) and leading higher orders

S.Amoroso, M.Chiesa, C.L Del Pio, E.Lipka, F.Piccinini, F.Vazzoler, AV, arXiv:2302.10782      
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Parity violation: what can be learned from precision e- p measurements at very low energies?
The P2 experiment in Mainz  studies the scattering of intense polarized  electron beams on protons

It offers alternative SM tests and probes of BSM physics

The asymmetry    is obtained polarising the electron beam

                          

 ●  is proportional to the weak charge of the proton, accidentally suppressed in the SM:       

    → a measurement at the 1.4% level of   allows a determination of   with an error   

         (cfr. LEP error )

→ BSM effects might emerge with good significance

→ complementary tests at very low and very high energies
     for the same running parameter

→ the RGE solution depends on boundary and matching conditions
     then the running is a testable prediction

APV =
σ+ − σ−

σ+ + σ−
=

−GFQ2

4 2παem
(QW − F(Ei, Q2) )

APV(P2) ∼ − 40 ⋅ 10−9

APV QW(p) = 1 − 4 sin2 θW ∼ 0.09
APV(P2) sin2 θW Δsin2 θW ∼ 33 ⋅ 10−5

Δsin2 θW ∼ 16 ⋅ 10−5

49
Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024

W.Marciano, arXiv:1203.2947
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Concluding remarks
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 ● The tests of the SM can be performed in two different ways:  

          1) comparing the predictions for cross sections and asymmetries with the experimental values

                the HL-LHC precision can be matched    by including at least N3LO-QCD and NNLO-EW corrections
                                                                             by using combined QCD and QED resummation of enhanced contributions

          2) comparing the predictions for the parameters of the SM with the corresponding experimental determinations
  

                 extracting a parameter from the data requires the usage of a fitting model with that parameter in input
                    → improved calculations are needed to minimise the theoretical systematic error on the parameter determination

 ● Testing the energy dependence of the predictions is a powerful tool to exploit the large amount of high precision data

      the MSbar weak mixing angle offers the possibility to test the SM from the eV to the TeV energy range

      any BSM study (e.g. the SMEFT coefficients)  must be done on top of the best SM results to avoid fake conclusions

Conclusions

51
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Thank you

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024
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Different kinds of contributions at  and corresponding problems𝒪(ααs)

53

double-real contributions
      amplitudes are easily generated with OpenLoops
      IR subtraction 
      care about the numerical convergence when aiming at 0.1% precision

real-virtual contributions
     amplitudes are easily generated with OpenLoops or Recola
     1-loop UV renormalisation and IR subtraction
     care about the numerical convergence when aiming at 0.1% precision

double-virtual contributions
     generation of the amplitudes
      treatment
     2-loop UV renormalization
     subtraction of the IR divergences
     solution and evaluation of the Master Integrals
     numerical evaluation of the squared matrix element

γ5

�

�

�

�

�
�

��

�

�

�

�

�
�

��

�

�

�

�

�
�

��

�

�

�

�

�
�

��

�

�

�

�

�
�

��

�

�

�

�

�
�

��

�

�

�

�

�
�

��

�

�

�

�

�
�

��

�

�

�

�

�
�

�	

�

�

�

�

�
�

��


�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

��	

�

�

�

�

�
�

��


�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

��	

�

�

�

�

�
�

��


�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

��	

�

�

�

�

�
�

��


�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

�

�
�

���

�

�

�

��

�
�

��	

�

�

�

��

�
�

��


�

�

�

��

�
�

���

�

�

�

��

�
�

���

�

�

�

��

�
�

���

�

�

�

��

�
�

���

�
�

�

	
�

�

�
� ��

�
�

�

�
�

�

�
	 ��

�
�

�

	
�

�

�
� ��

�
�

�

�
�

�

�
	 ��

�
�

�

�
�

�

�
	 �	

�
�

�

	
�

�

�
� �


�
�

�

	
�

�

�
	 ��

�
�

�

�

	
�

�

�
� ��

�
�

�

�

�
�

�

�
	 ��

�
�

�

�

	
�

�

�
� ��

�
�

�

�

�
�

�

�
	 ��

�
�

�

�

�
�

�

�
	 ��

�
�

�

�

	
�

�

�
� ��

�
�

�

�

	
�

�

�
	 ��

�
�

�

�
�

�

	
� �	

�
�

�

�

�
�

�

	
� �


�
�

�

�
�

	

	
	 ��

�
�

�

�

�
�

	

	
	 ��

�
�

�

�

�
�

���

�
�

�

�

�
�

���

�
�

�

�

�
�

���

�
�

�

�

	
�

���

�
�

�

�

	
�

���

�
�

�

�

	
�

���

�
�

�

�

	
�

��	

�
�

�

�

	
�

��


�
�

�

�

	
�

���

�
�

�

�

�
�

���

�
�

�

�

�
�

���

�
�

�

�

�
�

���

�
�

�

�

�
�

���

�
�

�

�

�
�

���

�
�

�

�

�
�

���

�
�

�

�

	
�

���

�
�

�

�

	
�

��	

�
�

�

�

	
�

�	


�
�

�

�

	
�

�	�

�
�

�

�

	
�

�	�

�
�

�

�

	
�

�	�

�
�

�

�

�
�

�	�

�
�

�

�

�
�

�	�

�
�

�

�

�
�

�	�

�
�

�

�

�
�

�	�

�
�

�

�

�
�

�	�

�
�

�

�

�
�

�		

�
�

�

�

	
�

��



�
�

�

�

	
�

��
�

�
�

�

�

	
�

��
�

�
�

�

�

	
�

��
�

�
�

�

�

	
�

��
�

�
�

�

�

	
�

��
�

�
�

�

�

�
�

��
�

�
�

�

�

�
�

��
�

�
�

�

�

�
�

��
�

�
�

�

�

�
�

��
	

�
�

�

�

�
�

���


�
�

�

�

�
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

�
�

����

�
�

�

�

�
�

���	

�
�

�

�

�
�

���


�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

���	

�
�

�

�

	
�

���


�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

�

�
�

����

�
�

�

�

�

�
�

����

�
�

�

�

�

�
�

����

�
�

�

�

�

	
�

����

�
�

�

�

�

	
�

����

�
�

�

�

�

	
�

����

�
�

�

�

�

	
�

���	

�
�

�

�

�

	
�

���


�
�

�

�

�

	
�

����

�
�

�

�

�

�
�

����

�
�

�

�

�

�
�

����

�
�

�

�

�

�
�

����

�
�

�

�

�
�

����

�
�

�

�

�
�

����

�
�

�

�

�
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

���	

�
�

�

�

	
�

���


�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

�
�

����

�
�

�

�

�
�

����

�
�

�

�

�
�

����

�
�

�

�

�
�

����

�
�

�

�

�
�

����

�
�

�

�

�
�

���	

�
�

�

�

	
�

���


�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

	
�

����

�
�

�

�

�
�

����

�
�

�

�

�
�

����

�
�

�

�

�
�

����

�

�

�

�
�

���	

�

�

�

�
�

���


�

�

�

�
�

����

�

�

�

	
�

����

�

�

�

	
�

����

�

�

�

	
�

����

�

�

�

	
�

����

�

�

�

	
�

����

�

�

�

	
�

����

�

�

�

�
�

����

�

�

�

�
�

���	

�

�

�

�
�

���


�

�

�

	
�

����

�

�

�

	
�

����

�

�

�

	
�

����

�

�

�

	
�

����

�

�

�

	
�

����

�

�

�

	
�

����

�

�

�

	
�

����

�

�

�

	
�

����

�

�

�

	
�

���	

�

�

�

	
�

��	


�

�

�

	
�

��	�

�

�

�

	
�

��	�

�

�

	

�
�

��	�

�

�

�

�
�

	�	�

�

�

	

�
�

��	�

�

�

�

�
�

	�	�

�

�

	

�
�

��	�

�

�

�

�
�

	�	�

�

�

	

�
�

	�		

�

�

	

�
�

��



�

�

�

�
�

	�
�

�

�

	

�
�

��
�

�

�

�

�
�

	�
�

�

�

	

�
�

��
�

�

�

�

�
�

	�
�

�

�

	

�
�

	�
�

�

�

	

�
�

��
�

�

�

	

�
�

��
�

�

�
�

	
�

�

�
	

�

�
�

�
�

�

��


�

�
�

	
�

�

���

�

�
�

�
�

�

���

�

�
�

	
�

�

���

�

�
�

�
�

�

���

�

�
�

	
�

�

���

�

�
�

	
�

�

���

�

�
�

�
�

�

���

�

�
�

	
�

�

���

�

�
�

�
�

�

��	

�

�
�

	
�

�

��


�

�
�

�
�

�

���

�

�
�

	
�

�

���

�

�
�

�
	

�

���

�

�
�

�
	

�

���

�

�
�

	
	

	

���

�

�
�

	
	

	

���

� �
� ��

	 ����

� �
� ��

	 ����

� �
� ��

	 ���	

� �
� ��

	 ���


� �
���

�

	 ����

� �
���

	 �����

� �
���

	 �����

�

�

	
	

	 ���

�

�

	
	

	 ���

�

�

�
�

�
�

�

	�

���

�

�

�
�

�
	

�

��

���

�

�

�
�

�
�

�

	�

���

�

�

�
�

�
	

�

��

��	

�

�

�
�

�
�

�

	�

��


�

�

�
�

�
	

�

��

���

�

�

�
�

�
	

�

	�

���

�

�

�
�

�
�

�

	�

���

�

�

�
�

�
	

�

��

���

�

�

�
�

�
�

�

	�

���

�

�

�
�

�
	

�

��

���

�

�

�
�

�
�

�

	�

���

�

�

�
�

�
	

�

��

���

�

�

�
�

�
	

�

	�

��	

�

�

�
�

	

� �

�

��


�

�

�
�

�

� �

	

���

�

�

�
�

	

� �

�

���

�

�

�
�

�

� �

	

���

�

�

�
�

	

� �

�

���

�

�

�
�

�

� �

	

���

�

�

�
�

	

� �

	

���

�

�

�
�

	

� �

�

���

�

�

�
�

�

� �

	

���

�

�

�
�

	

� �

�

��	

�

�

�
�

�

� �

	

��


�

�

�
�

	

� �

�

���

�

�

�
�

�

� �

	

���

�

�

�
�

	

� �

	

���

�

�

�
�

�

	 �

� 


���

�

�
�

	

�
� �

���

�

�
�

�

�
	 �

���

�

�
�

	

�
� �

���

�

�
�

�

�
	 �

���

�

�
�

	

�
� �

��	

�

�
�

�

�
	 �

��


�

�
�

	

�
	 �

���

�

�
�

	

�
� �

���

�

�
�

�

�
	 �

���

�

�
�

	

�
� �

���

�

�
�

�

�
	 �

���

�

�
�

	

�
� �

���

�

�
�

�

�
	 �

���

�

�
�

	

�
	 �

���

�

�
�

�

�
� 


��	

�

�

�
�

�

�
��

	 ��


�

�

�
�

�

�
��

	 ���

�

�

�
�

�

�
��

	 ���

�

�

�
�

�

	
��

� ���

�

�

�
�

�

	
��

� ���

�

�

�
�

�

	
��

� ���

�

�

�
�

�

�
��

	 ���

�

�

�
�

�

�
��

	 ���

�

�

�
�

�

�
��

	 ���

�

�

�
�

�

	
��

� ��	

�

�

�
�

�

	
��

� �	


�

�

�
�

�

	
��

� �	�

�

�

�
�

�

�
��

	 �	�

�

�

�
�

�

�
��

	 �	�

�

�

�
�

�

�
��

	 �	�

�

�

�
�

�

	
��

� �	�

�

�

�
�

�

	
��

� �	�

�

�

�
�

�

	
��

� �	�

�

�

�
�

�

�
��

	 �	�

�

�

�
�

�

�
��

	 �		

�

�

�
�

�

�
��

	 �



�

�

�
�

�

	
��

� �
�

�

�

�
�

�

	
��

� �
�

�

�

�
�

�

	
��

� �
�

�

�

�
�

�

	
��

	 �
�

�

�

�
�

�

	
��

	 �
�

�

�

�
�

�

	
��

	 �
�

�

�

�
�

�

	
��

	 �
�

�

�

�
�

�

	
��

	 �
�

�

�

�
�

�

	
��

	 �
	

�

�

�
�

�

�
��

	 ��


�

�

�
�

�

�
��

	 ���

�

�

�
�

�

�
��

	 ���

�

�

�
�

�

	
��

� ���

�

�

�
�

�

	
��

� ���

�

�

�
�

�

	
��

� ���

�

�

�
�

�

�
��

	 ���

�

�

�
�

�

�
��

	 ���

�

�

�
�

�

�
��

	 ���

�

�

�
�

�

	
��

� ��	

�

�

�
�

�

	
��

� ��


�

�

�
�

�

	
��

� ���

�

�

�
�

�

�
��

	 ���

�

�

�
�

�

�
��

	 ���

�

�

�
�

�

�
��

	 ���

�

�

�
�

�

	
��

� ���

�

�

�
�

�

	
��

� ���

�

�

�
�

�

	
��

� ���

�

�

�
�

�

�
��

	 ���

�

�

�
�

�

�
��

	 ��	

�

�

�
�

�

�
��

	 ��


�

�

�
�

�

	
��

� ���

�

�

�
�

�

	
��

� ���

�

�

�
�

�

	
��

� ���

�

�

�
�

�

	
��

	 ���

�

�

�
�

�

	
��

	 ���

�

�

�
�

�

	
��

	 ���

�

�

�
�

	
��

	 ���

�

�

�
�

	
��

	 ���

�

�

�
�

	
��

	 ��	

�

�

�
�

	
�	�	

	 ��


�

�

�
�

	
�	�	

	 ���

�

�

�
�

�

�
�	

� ���

�

�

�
�

�

�
�	

� ���

�

�

�
�

	
		

	 ���

�

�

�
�

	
		

	 ���

� �� �

�

�
�

�
�

� �� �

�

�
�

�
�

� �� �

�

�
�

�
�

� �� �

�

�
�

�
�

�
�

� �

�

�
�

�
�

�
�

� �

�

�
�

�
�

�
�

� �

�

�
�

�
�

�
�

� �

�

�
�

�
�

�
�

� �

�

�
�

��
	

� �

�

� �

� �
�


� �

�

� �

� �
��

� �

�

� �

� �
��

� �

�

� �

� �
��

�
�

�

� �

� �
��

�
�

�

� �

� �
��

�
�

�

� �

� �
��

�
�

�

� �

� �
��

�
�

�

� �

� ��
��

� ��

�
�

�

�
�	

� ��

�
�

�

�
�


� ��

�
�

�

�
��

� ��

�
�

�

�
��

�
�

�

�
�

�

�
��

�
�

�

�
�

�

�
��

�
�

�

�
�

�

�
��

�
�

�

�
�

�

�
��

�
�

�

�
�

�

��
�� �

�

�
�

� �

� �

��� �

�

�
�

� �

� �

��	 �

�

�
�

� �

� �

��
 �

�

�
�

� �

� �

��� �

�

�
�

� �

� �

��� �

�

�
�

� 	

	 �

��� �

�

�
�

� �

� �

��� �

�

�
�

� �

� �

��� �

�

�
�

� �

� �

��� �

�

�
�

� �

� �

��� �

�

�
�

� �

� �

��� �

�

�
�

� �

� �

��	 �

�

�
�

� �

� �

��
 �

�

�
�

� �

� �

��� �

�

�
�

� 	

	 �

��� �

�

�
�

� �

� �

��� �

�

�
�

� �

� �

��� �

�

�
�

� 	

	 �

��� �

�

�
�

� �

� �

��� �

�

�
�

� �

� �

��� �

�

�
�

� �

� �

���

�

�

�
�

� �

� �

��	 �

�

�
�

� �

� �

��
 �

�

�
�

� 	

	 �

��� �

�

�
�

� �

�
�

��� �

�

�
�

� �

�
�

��� �

�

�
�

� �

�
�

��� �

�

�
�

� �

�
�

��� �

�

�
�

� �

�
�

��� �

�

�
�

� 	

	
�

��� �

�

�
�

� �

�
��

��� �

�

�
�

� �

�
��

��	 �

�

�
�

� �

�
��

��
 �

�

�
�

� �

�
�

��� �

�

�
�

� �

�
�

��� �

�

�
�

� �

�
�

��� �

�

�
�

� �

�
��

��� �

�

�
�

� �

�
��

��� �

�

�
�

� 	

	
��

��� �

�

�
�

� �

�
�

��� �

�

�
�

� �

�
�

��� �

�

�
�

� 	

	
�

��	 �

�

�
�

� �

�
��

��
 �

�

�
�

� �

�
��

��� �

�

�
�

� �

�
��

���

�

�

�
�

� �

�
�

��� �

�

�
�

� �

�
�

��� �

�

�
�

� 	

	
�

���

�

�

�
�

�

� �

�
��

�

�

�
�

�

� �

�
��

�

�

�
�

�

� �

�
��

�

�

�
�

�

� �

�
�	

�

�

�
�

�

� �

�
�


�

�

�
�

�

	 �

�
��

�

�

�
�

�

� �

�
��

�

�

�
�

�

� �

�
��

�

�

�
�

�

� �

�
��

�

�

�
�

�

� �

�
��

�

�

�
�

�

� �

�
��

�

�

�
�

�

� �

�
��

�

�

�
�

�

� �

�
��

�

�

�
�

�

� �

�
�	

�

�

�
�

�

	 �

�
	


�

�

�
�

�

� �

�
	�

�

�

�
�

�

� �

�
	�

�

�

�
�

�

	 �

�
	�

�

�

�
�

�

� �

�
	�

�

�

�
�

�

� �

�
	�

�

�

�
�

�

� �

�
	�

�

�

�
�

�

� �

�
	�

�

�

�
�

�

� �

�
	�

�

�

�
�

�

	 �

�
		

�

�

�
�

�
�

�

�
�



�

�

�
�

�
�

�

�
�
�

�

�

�
�

�
�

�

�
�
�

�

�

�
�

�
�

�

�
�
�

�

�

�
�

�
�

�

�
�
�

�

�

�
�

�
	

�

�
�
�

�

�

�
�

�
�

�

�
�
�

�

�

�
�

�
�

�

�
�
�

�

�

�
�

�
�

�

�
�
�

�

�

�
�

�
�

�

�
�
	

�

�

�
�

�
�

�

�
��


�

�

�
�

�
�

�

�
���

�

�

�
�

�
�

�

�
���

�

�

�
�

�
�

�

�
���

�

�

�
�

�
	

�

�
���

�

�

�
�

�
�

�

�
���

�

�

�
�

�
�

�

�
���

�

�

�
�

�
	

�

�
���

�

�

�
�

�
�

�

�
���

�

�

�
�

�
�

�

�
��	

�

�

�
�

�
�

�

�
��


�

�

�
�

�
�

�

�
���

�

�

�
�

�
�

�

�
���

�

�

�
�

�
	

�

�
��� �

�

�

�

�

��
�

��� �

�

�

�

�

��
�

��� �

�

�

�

�

��
�

��� �

�

�

�

�

��
�

��� �

�

�

�

�
��

�
�

��� �

�

�

�

�
��

�
�

��	 �

�

�

�

�
��

�
�

��
 �

�

�

�

�
��

�
�

��� �

�

�

�

�
��

�
��

���

�

�

�
�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

	

�

�

�
�

�

�

�

�

�

�


�

�

�
�

�

�

�

�

�

��

�

�

�
�

�

�

�

�

�

��

�

�

�
�

�

�

�

�

�

��

�

�

�
�

�

�

�

�

�

��

�

�

�
�

�

�

�

�

�

��

�

�

�
�

�

�

�

�

�

��

�

�

�
�

�

�

�

�

�

��

�

�

�
�

�

�

�

�

�

��

�

�

�
�

�

�

�

�

�

�	

�

�

�
�

�

�

�

�

�

�


�

�

�
�

�

�

�

�

�

��

�

�

�
�

�

�

�

�

�

��

�

�

�
�

�

�

�

�

�

��

�

�

�
�

�

�

�

�

�

��

�

�

�

�

�

�
�

�

�

�

��

�

�

�

�

�

�
�

�

�

�

��

� �

�
�

�

�

�

�

�
��

� �

�
�

�

�

�

�

�
��

�

�

�

�
�

�

�

�

� �

�	

�

�

�

�
�

�

�

�

� �

�
 �

�
�

�
�

�

�� �

�� �

�
�

�
�

�

�� �

��

�

�

�

� �

�

�

�

�

�
��

�

�

�

� �

�

�

�

�

�
��

�

�

�

�

�
�

�

�

�

�
��

�

�

�

�

�
�

�

�

�

�
��

� �

�

�

�
�

�

�

�

�

� �

�

�

�
�

�

�

�

�

� �

�

�

�
�

�

�

�

�

� �

�

�

�
�

�

�

�

�

� �

�
�

�

�

�

�

��

� �

�
�

�

�

�

�

��

� �

�
�

�

�

�

�

��

� �

�
�

�

�

�

�

��

� �

�
�

�

�

�

� �

	

� �

�
�

�

�

�

� �

�
 �

�
�

�
�

�

�� �

�� �

�
�

�
�

�

�� �

��

�

�

�

�

��

�

�

��

����

�

�

�

�

��

�

��

�

���

�

�

�

�

��

�

��

�

���

�
�

�

��

�

�

��

����

�
�

�

��

�

��

�

���

�
�

�

��

�

��

�

���

�

�

�
�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�
�

�

�

�

�
�

�

�

�
�

�

�

�

�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�
�

�

�

�
�

�

�

�

�

	

�

�

�
�

�

�

�

�

�


�

�

�

�

�

�

�

�
��

�

�

�

�

�

�

�

�
��

�

�

�
�

�

�

� �

��

�

�

�
�

�

�

� �

��

�

�

�

�

�

�

� �

��

�

�

�

�

�

�

� �

��

�

�

�

�

� �

�

�

�
��

�

�

�

�

� �

�

�

�
��

�

�

�

�

�

�

�

�

�	

�

�

�

�

�

�

�

�

�


The double-real and real-virtual corrections already known from studies of the large transverse momentum lepton pair final state
            A.Denner, S.Dittmaier, T.Kasprzik, A.Muck, arXiv:1103.0914,  A.Denner, S.Dittmaier, M.Hecht, C.Pasold, arXiv:1510.08742     J.Lindert et al.,  arXiv:1705.04664

Now we can consider the inclusive spectrum, also in the  limitqT → 0
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General structure of the inclusive cross section and the -subtraction formalism in MatrixqT

dσ =
∞

∑
m,n=0

dσ(m,n) dσ(1,1) = ℋ(1,1) ⊗ dσLO + [dσ(1,1)
R − dσ(1,1)

CT ]qT /Q>rcut

IR structure associated to the QCD-QED part derived from NNLO-QCD results via abelianisation 
(de Florian, Rodrigo, Sborlini, 2016, de Florian, Der , Fabre, 2018)

the -subtraction formalism has been extended to the case of massive final-state emitters (heavy quarks in QCD, leptons in EW)
(Catani, Torre, Grazzini, 2014, Buonocore,Grazzini, Tramontano 2019.)

qT
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General structure of the inclusive cross section and the -subtraction formalismqT

IR structure associated to the QCD-QED part derived from NNLO-QCD results via abelianisation 
(de Florian, Rodrigo, Sborlini, 2016, de Florian, Der , Fabre, 2018)

the -subtraction formalism has been extended to the case of massive final-state emitters (heavy quarks in QCD, leptons in EW)
(Catani, Torre, Grazzini, 2014, Buonocore,Grazzini, Tramontano 2019.)

qT

dσ =
∞

∑
m,n=0

dσ(m,n) dσ(1,1) = ℋ(1,1) ⊗ dσLO +[dσ(1,1)
R − dσ(1,1)

CT ]qT /Q>rcut

        →       

The counterterm removes the IR sensitivity to the cutoff variable 
   → we need small values of the cutoff     and    explicit numerical tests to quantify the bias induced by the cutoff choice   
          we can fit the  dependence and extrapolate in the  limit
(cfr. Buonocore, Kallweit, Rottoli, Wiesemann, arXiv:2111.13661,  Camarda, Cieri, Ferrera, arXiv:2111.14509)

∫ dσ(1,1)
R ∼

4

∑
i=1

ci lni rcut + c0 + 𝒪(rm
cut) ∫ (dσ(1,1)

R − dσ(1,1)
CT ) ∼ c0 + 𝒪(rm

cut)

rcut rcut → 0

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024
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General structure of the inclusive cross section and the -subtraction formalismqT

IR structure associated to the QCD-QED part derived from NNLO-QCD results via abelianisation 
(de Florian, Rodrigo, Sborlini, 2016, de Florian, Der , Fabre, 2018)

the -subtraction formalism has been extended to the case of massive final-state emitters (heavy quarks in QCD, leptons in EW)
(Catani, Torre, Grazzini, 2014, Buonocore,Grazzini, Tramontano 2019.)

qT

        →       

The counterterm removes the IR sensitivity to the cutoff variable 
   → we need small values of the cutoff     and    explicit numerical tests to quantify the bias induced by the cutoff choice   
          we can fit the  dependence and extrapolate in the  limit
(cfr. Buonocore, Kallweit, Rottoli, Wiesemann, arXiv:2111.13661,  Camarda, Cieri, Ferrera, arXiv:2111.14509)

∫ dσ(1,1)
R ∼

4

∑
i=1

ci lni rcut + c0 + 𝒪(rm
cut) ∫ (dσ(1,1)

R − dσ(1,1)
CT ) ∼ c0 + 𝒪(rm

cut)

rcut rcut → 0

dσ =
∞

∑
m,n=0

dσ(m,n) dσ(1,1) = ℋ(1,1) ⊗ dσLO + [dσ(1,1)
R − dσ(1,1)

CT ]qT /Q>rcut

ℋ(1,1) = H(1,1) C1 C2 2Re⟨ℳ(0,0) |ℳ(1,1)⟩ =
0

∑
k=−4

εk fi(s, t, m) |ℳfin⟩ ≡ (1 − I) |ℳ⟩ H ∝ ⟨ℳ0 |ℳfin⟩

The IR poles are removed from the full 2-loop amplitude by means of a subtraction procedure (matching the real radiation one)
Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024
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The double virtual amplitude: generation of the amplitude

57

ℳ(0,0)(qq̄ → ll̄) =

ℳ(1,1)(qq̄ → ll̄) =
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O(1000) self-energies + O(300) vertex corrections +O(130) box corrections + 1loop x 1loop 
     (before discarding all those vanishing for colour conservation, e.g. no fermonic triangles)
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Figure 6. Two-loop two-mass MIs T1,...,36. The conventions are as in figure 3.

– 20 –

2Re (ℳ(1,1)(ℳ(0,0))†) =
NMI

∑
i=1

ci(s, t, m; ε) 𝒯i(s, t, m; ε)

The double virtual amplitude: reduction to Master Integrals

2-masses MIs
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2Re (ℳ(1,1)(ℳ(0,0))†) =
NMI

∑
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ci(s, t, m; ε) 𝒯i(s, t, m; ε)

The double virtual amplitude: reduction to Master Integrals

The coefficients  are rational functions of the invariants, masses and of 
The size of the total expression can rapidly “explode” 
    → careful work to identify the patterns of recurring subexpressions
         keeping the total size in the O(1-10 MB) range

The complexity of the MIs depends on the number of energy scales
MIs relevant for the QCD-QED corrections, with massive final state
  Bonciani, Ferroglia,Gehrmann, Maitre, Studerus., arXiv:0806.2301, 0906.3671

MIs with 1or 2 internal mass relevant for the EW form factor
  Aglietti, Bonciani, hep-ph/0304028, hep-ph/0401193

31 MIs  with 1 mass and 36 MIs with 2 masses including boxes,
     relevant for the QCD-weak corrections to the full Drell-Yan
  Bonciani, Di Vita, Mastrolia, Schubert., arXiv:1604.08581

In the 2-mass case, 5 box integrals in Chen-Goncharov representation
 →  problematic numerical evaluation→ need an alternative strategy

cfr.  also  Heller, von Manteuffel, Schabinger, arXiv:1907.00491 for a representation of the MIs in terms of GPLs
                                                                arXiv:2012.05918 for a description of the 2-loop virtual amplitude

ci ε

2-masses MIs
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59

Evaluation of the Master Integrals by series expansions
T.Armadillo, R.Bonciani, S.Devoto, N.Rana, AV, 2205.03345

The Master Integrals satisfy a system of differential equations. 
The MIs are replaced by formal series with unknown coefficients →  eqs for the unknown coefficients of the series.
The package DiffExp by M.Hidding, arXiv:2006.05510 implements this idea, for real valued masses, with real kinematical vars.
But we need complex-valued masses of  W and Z bosons (unstable particles) → we wrote a new package (SeaSyde)
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Evaluation of the Master Integrals by series expansions
T.Armadillo, R.Bonciani, S.Devoto, N.Rana, AV, 2205.03345

The Master Integrals satisfy a system of differential equations. 
The MIs are replaced by formal series with unknown coefficients →  eqs for the unknown coefficients of the series.
The package DiffExp by M.Hidding, arXiv:2006.05510 implements this idea, for real valued masses, with real kinematical vars.
But we need complex-valued masses of  W and Z bosons (unstable particles) → we wrote a new package (SeaSyde)

Complete knowledge about the singular structure of the MI 
can be read directly from the differential equation matrix

The solution can be computed with an arbitrary number of significant digits, 
but not in closed form  → semi-analytical 

We implemented the series expansion approach, for arbitrary complex-valued masses, 
working in the complex plane of each kinematical variable, one variable at a time

°3 °2 °1 0 1 2 3
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w0
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Evaluation of the Master Integrals by series expansions
T.Armadillo, R.Bonciani, S.Devoto, N.Rana, AV, 2205.03345

The Master Integrals satisfy a system of differential equations. 
The MIs are replaced by formal series with unknown coefficients →  eqs for the unknown coefficients of the series.
The package DiffExp by M.Hidding, arXiv:2006.05510 implements this idea, for real valued masses, with real kinematical vars.
But we need complex-valued masses of  W and Z bosons (unstable particles) → we wrote a new package (SeaSyde)

130 140 150 160 170 180 190p
s [GeV]

°0.8

°0.6

°0.4

°0.2

0.0

0.2

Master 32

130 140 150 160 170 180 190p
s [GeV]

°0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6
Master 33

130 140 150 160 170 180 190p
s [GeV]

°0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6
Master 34

130 140 150 160 170 180 190p
s [GeV]

°0.05

0.00

0.05

0.10

0.15

0.20

Master 35

130 140 150 160 170 180 190p
s [GeV]

0.10

0.15

0.20

0.25

0.30

0.35

Master 36

Complete knowledge about the singular structure of the MI 
can be read directly from the differential equation matrix

The solution can be computed with an arbitrary number of significant digits, 
but not in closed form  → semi-analytical 

We implemented the series expansion approach, for arbitrary complex-valued masses, 
working in the complex plane of each kinematical variable, one variable at a time

°3 °2 °1 0 1 2 3
°3

°2

°1

0

1

2

3

z0

z1

w0

w+

w°

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024

59-3



Numerical evaluation of the hard coefficient function

60

in units 
α
2π
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2π
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p
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The interference term    contributes to the hard function 

After the subtraction of all the universal IR divergences, it is a finite correction 

It has been published in arXiv:2201.01754 and is available as a Mathematica notebook

Several checks of the MIs performed with Fiesta, PySecDec and AMFlow 

A numerical grid has been prepared for all the 36 MIs, with GiNaC and SeaSyde (T.Armadillo, R.Bonciani, S.Devoto, N.Rana, AV, 2205.03345 ) , 
covering the whole  phase space in (s,t), 
in O(12 h) on one 32-cores machine

     → a numerical grid for  has been prepared
          values at arbitrary phase space points with excellent accuracy via interpolation, with negligible evaluation time

2Re⟨ℳ(1,1), fin |ℳ(0,0)⟩ H(1,1)

2 → 2

2Re⟨ℳ(1,1), fin |ℳ(0,0)⟩
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Compatibility and combination  
of 

world W-boson mass determinations

61

LHC-TeV MW working group,   arXiv:2308.09417 

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024

61



62
William Barter (Edinburgh) Slide 5mW combination and comparison 23/8/23

• LEP – legacy combination from LEP experiments.

Input Measurements for combination
• CDF – !!̅ collisions @ √+ = 1.96 TeV; fit variables 

are !!" 	, !!# 	and .!. 
• D0 – two separate measurements using 
!!̅ collisions @ √+ = 1.96 TeV; fit variables are !!$ , 
.! and !!#.
• ATLAS – !! collisions @ √+ = 7 TeV; central region 

at LHC; fit variables are !!" 	and .!. 
[Original analysis used following agreement to use published 
results]

• LHCb – !! collisions @ √+ = 13 TeV; forward region 
at LHC; fit variable is //!!%.

CDF, Science 376 (2022) 170; D0, PRL 103 (2009) 141801 and PRD 89 (2014) 012005; 
ATLAS, EPJC 78 (2018) 110; LHCb, JHEP 01 (2022) 036; LEP, Phys Rept 532 (2013) 119
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QCD challenges

The measurements span two decades → remarkable theoretical progress

The analyses are based on different PDF sets and event generators, with different theoretical content

The combination study seeks to “update” the measurements to a common QCD framework
before their compatibility is assessed and, eventually, the results are combined
                                                           Update to                                Additional
                                                           common PDF                          (small) updates

                 
                                          Published                             Common W
                                          value                                    polarisation

The LHCb measurement has been “repeated”, using the same code framework but different PDF sets
Effect of updates on other measurements estimated with two simulated samples from two models

mupdate
W = mref

W + δmPDF
W + δmpol

W + δmother
WWilliam Barter (Edinburgh) Slide 7mW combination and comparison 23/8/23

QCD Challenges
• Starting point of fits to data therefore crucial.

• D0: RESBOS CP (N2LO, N2LL) with CTEQ66 PDFs (NLO)
• CDF: RESBOS C (NLO, N2LL) with CTEQ6M PDFs (NLO)
• ATLAS: POWHEG + Pythia8 (NLO+PS) with DYTurbo for Angular Distribution (N2LO) 

with CT10 PDFs (NNLO)
• LHCb: POWHEG + Pythia8 (NLO+PS) with DYTurbo for Angular Distribution (N2LO) 

with averaged result from MSHT20, NNPDF31 and CT18 PDFs (NLO)

• Approach taken:
• LHCb measurement “repeated” using same code framework but with PDF updates.
• Effect of updates on other measurements using simulated samples from two 

models.

[CDF publication applied a correction to 
reproduce Resbos2 + NNPDF3.1]
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Alessandro Vicini - University of Milano                                                                                                                                                                                                                                                                                  GGI, August 28th 2023
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Fitting pseudodata

The impact on  is estimated by fitting reference and updated distribution using the same fitting model

The comparison of PDF effects has been performed using the Wj-MINNLO event generator

The reference generators for the study of pQCD corrections are ResBos (CDF,D0) and DYTurbo (ATLAS, LHCb)

mW

Detector emulation
The ATLAS, CDF and D0 detectors have been emulated

       -  - and -dependent smearing of leptons

       -  Recoil modelling includes lepton removal and event activity effects

       -  Agreement typically at the percent level
           between the full simulation and the LHC-TeV MWWG emulation

       -  Small imperfections in the emulation lead to MeV-level uncertainties on 
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The  constraintpZ
⊥ (pW

⊥ )
After all the updates, the distributions are reweighed  to reproduce the exp.  distributions
The constraints by  are also included, when available.

pZ
⊥

pW
⊥
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Compatibility of PDF sets with Drell-Yan data
10 S. Amoroso et al.: Compatibility and combination of world W -boson mass measurements

Measurement NNPDF3.1 NNPDF4.0 MMHT14 MSHT20 CT14 CT18 ABMP16
CDF yZ 24 / 28 28 / 28 30 / 28 32 / 28 29 / 28 27 / 28 31 / 28
CDF AW 11 / 13 14 / 13 12 / 13 28 / 13 12 / 13 11 / 13 21 / 13
D0 yZ 22 / 28 23 / 28 23 / 28 24 / 28 22 / 28 22 / 28 22 / 28
D0 W ! e⌫ A` 22 / 13 23 / 13 52 / 13 42 / 13 21 / 13 19 / 13 26 / 13
D0 W ! µ⌫ A` 12 / 10 12 / 10 11 / 10 11 / 10 11 / 10 12 / 10 11 / 10
ATLAS peak CC yZ 13 / 12 13 / 12 58 / 12 17 / 12 12 / 12 11 / 12 18 / 12
ATLAS W� y` 12 / 11 12 / 11 33 / 11 16 / 11 13 / 11 10 / 11 14 / 11
ATLAS W+ y` 9 / 11 9 / 11 15 / 11 12 / 11 9 / 11 9 / 11 10 / 11
Correlated �2 75 62 210 88 81 41 83
Total �2 / d.o.f. 200 / 126 196 / 126 444 / 126 270 / 126 210 / 126 162 / 126 236 / 126
p(�2, n) 0.003% 0.007% < 10�10 < 10�10 0.0004% 1.5% 10�8

Table 6: �2 per degree of freedom for the Tevatron Z-rapidity and W - and l-asymmetry measurements at
p
s =

1.96 TeV, and the LHC Z-rapidity and W lepton-rapidity measurements at
p
s = 7 TeV. The total �2 is the sum of

those quoted for individual measurements along with a separate contribution for correlated uncertainties, where the
latter is extracted using a nuisance parameter representation of the �

2 [47]. The CT14 and CT18 PDF uncertainties
correspond to 68% coverage, obtained by rescaling the eigenvectors by a factor of 1/1.645. The probability of obtaining
a total �2 at least as high as that observed is labelled p(�2

, n).

+ A6 sin 2✓ sin�+A7 sin ✓ sin�], (10)

where the decay angles ✓,� are expressed in the Collins-
Soper (C-S) frame [54], and the Ai coe�cients depend
on the pT, rapidity, and invariant mass of the `⌫ system.
The coe�cients can be calculated perturbatively in ↵S,
with A5, A6, and A7 becoming non-zero only at NNLO in
QCD. The A0 term primarily reflects the relative fractions
of the qq ! W , qg ! Wq, and higher-order subprocesses,
and has a significant p

W
T dependence while being nearly

independent of boson rapidity. The A4 term produces a
forward-backward asymmetry, and is thus sensitive to the
directions of the incoming quark and anti-quark in the
dominant qq̄

0
! W process. It depends on rapidity and

on the PDF set used in the calculation, and decreases with
increasing p

W
T .

The ResBos-C and ResBos-CP codes resum a sub-
set of contributions to Equation 10, specifically those af-
fecting the (1 + cos2 ✓) and A4 cos ✓ terms. This partial
resummation modifies the A0–A3 terms relative to fixed-
order predictions, as demonstrated in Figure 6, where A0�

A3 are shown for W -boson events generated at
p
s =

1.96 TeV with ResBos-C, ResBos-CP, ResBos2, and
DYNNLO. The partial-resummation predictions di↵er with
respect to measurements performed at the LHC [55], which
instead agree with fully-resummed calculations such as
ResBos2 or Wj-MiNNLO, and fixed-order calculations
such as DYNNLO.

Experimental fits for mW in data use theoretical pre-
dictions of the leptonic angular distributions fromResBos-
C for CDF, ResBos-CP for D0, DYNNLO [20,21] for
ATLAS, and DYTurbo for LHCb. The CDF experiment
applies a post-fit correction to reproduce the NNPDF3.1
PDF prediction, and this correction includes the e↵ect of
updating the angular coe�cients to those calculated by
ResBos2.

In order to achieve a common theoretical treatment
of the W -boson polarization, the results of the CDF and
D0 fits to the measurement distributions are adjusted to

correspond to the ResBos2 calculation of the leptonic
angular distributions at O(↵S). Events generated with
ResBos-C or ResBos-CP are reweighted such that the
A0�A4 coe�cients match those of ResBos2, as functions
of pWT and yW . TheW -boson pT is fixed to that of the orig-
inal measurement, in the same manner as for the �m

PDF
W

evaluations in Sec. 4.2.1. The impact of the reweighting
on the CDF mT and p

`
T distributions is shown in Fig. 7,

and the �m
pol
W values from reweighting the Ai coe�cients

individually and together are given in Tables 7 and 8 for
CDF and D0, respectively. The reweighting procedure re-
produces the direct fit from ResBos-C or ResBos-CP to
ResBos2, as expected since the basis of spherical harmon-
ics is complete and exact. The results of the reweighting
procedure for the D0 configuration, �mpol

W = �6.4, �6.9,
and �15.8 MeV for the mT, p`T, and p

⌫
T distributions, re-

spectively, are applied to the measured mW . For CDF,
values of �m

pol
W = �9.5, �8.4, and �12.5 MeV for the

mT, p`T, and p
⌫
T distributions, respectively, are applied to

events generated with ResBos-C.

ATLAS estimates a 5.8 MeV polarization modelling
uncertainty based on the precision of measurements on
the Z-boson resonance, while the LHCb uncertainty of 10
MeV arises from its determination of the A3 coe�cient
as part of its fit for mW . These uncertainties are taken
to be uncorrelated. The Tevatron experiments do not in-
clude a corresponding uncertainty in their measurements.
An uncorrelated uncertainty is applied to the shift calcu-
lated for each experiment to account for the limitations of
the parameterized MWWG simulation. This uncertainty
is ⇡ 1 MeV and is similar to that obtained by taking the
di↵erence between the NLO and NNLO fixed-order calcu-
lations of the leptonic angular coe�cients.

No PDF set provides a good description of the full Tevatron+LHC dataset

Best description given by CT18 (which has larger uncertainties)

CT18 therefore taken as the default PDF set
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NNPDF4.0

LHC-TeV MWWG

Combination

Input measurements with updates applied

S. Amoroso et al.: Compatibility and combination of world W -boson mass measurements 15

ATLAS (27 d.o.f) LHCb LHC (1 d.o.f)
PDF set mW �2 mW �2 mW �PDF �2 p(�2, n)
ABMP16 80352.8± 16.1 31 80361.0± 30.4 – 80354.6± 14.2 2.9 0.1 75%
CT14 80363.1± 20.4 30 80354.4± 32.2 – 80360.4± 16.4 6.5 0.0 100%
CT18 80374.5± 20.3 30 80347.3± 32.7 – 80366.5± 16.6 6.3 0.5 48%
MMHT2014 80372.8± 18.6 30 80342.5± 31.3 – 80364.4± 15.4 5.1 0.6 44%
MSHT20 80368.9± 17.9 45 80351.3± 31.0 – 80364.3± 15.0 4.5 0.2 65%
NNPDF3.1 80358.4± 17.6 29 80359.3± 31.1 – 80358.6± 15.0 5.0 0.0 100%
NNPDF4.0 80353.5± 16.6 35 80361.6± 30.6 – 80355.4± 14.5 3.8 0.1 75%

Table 14: The ATLAS and LHCb mW values obtained from a combination of the individual measurement distributions
and decay channels, along with the combined LHC mW , PDF uncertainty, and �

2, and probability of obtaining this
�
2 or larger. The �

2 of the combination of fit distributions and decay channels is shown for ATLAS; no �
2 is shown

for LHCb as the measurement is performed using one distribution in one channel. Mass units are in MeV.

80300 80350 80400 80450
 [MeV]Wm

D0

ATLAS

LHCb

CDF

ABMP16 CT14 CT18
MMHT2014 MSHT20 NNPDF3.1
NNPDF4.0

LHC-TeV MWWG

Fig. 8: The D0, ATLAS, LHCb, and CDF mW val-
ues and uncertainties using the ABMP16, CT14, CT18,
MMHT2014, MSHT20, NNPDF3.1, and NNPDF4.0 PDF
sets.

PDF uncertainties [65]. Therefore the combined PDF un-
certainties and the variation of the combined central val-
ues are smaller than for the individual experiments. The
ATLAS mW value ranges from 80352.8 MeV for ABMP16
to 80374.5 MeV for CT18. This range is comparable to
that of the Tevatron experiments. A similar spread but
opposite trends are observed for LHCb, and the spread of
mW values is reduced from ⇡ 20 MeV to 14.1 MeV in the
combination. The PDF uncertainties range from 4.0 MeV
to 11.4 MeV for ATLAS and 3.0 to 12.2 MeV for LHCb,
but are reduced to 2.9–6.5 MeV for the combined result.

All experiments (4 d.o.f.)
PDF set mW �PDF �2 p(�2, n)
ABMP16 80392.7± 7.5 3.2 29 0.0008%
CT14 80393.0± 10.9 7.1 16 0.3%
CT18 80394.6± 11.5 7.7 15 0.5%
MMHT2014 80398.0± 9.2 5.8 17 0.2%
MSHT20 80395.1± 9.3 5.8 16 0.3%
NNPDF3.1 80403.0± 8.7 5.3 23 0.1%
NNPDF4.0 80403.1± 8.9 5.3 28 0.001%

Table 15: Combination of mW measurements from the in-
dividual experiments. Shown for each PDF are the PDF
uncertainty, �2, and probability of obtaining this �

2 or
larger. Mass units are in MeV.

5.2.2 All measurements

Tables 15–17 provide the results for various combinations
including LEP, whose uncertainties are treated as uncor-
related with the others. A combination of all measure-
ments yields a total uncertainty ranging between 7.5 and
11.5 MeV, though the �

2 probabilities are low, ranging
from 8 ⇥ 10�6 to 5 ⇥ 10�3. The low probabilities reflect
the discrepancy between the CDF measurement and the
other measurements. The combined value of mW for the
CT18 PDF set, which gives the largest compatibility with
the broader Drell-Yan measurements, is mW = 80394.6±
11.5 MeV with a probability of 0.5%. The relative weights
of the CDF, ATLAS, LHCb, LEP, and D0 measurements
are 41%, 28%, 13%, 12%, and 5%, respectively. Weights
for other PDF sets are given in the Appendix. The largest
di↵erence in mW between PDF sets is 10.4 MeV.

A possible procedure for combining measurements with
low compatibility is to scale all uncertainties by the square
root of the ratio of the �

2 to the number of degrees of
freedom. This procedure e↵ectively assumes a common
underestimated uncertainty, which is an unlikely scenario
for these measurements. The PDF uncertainty is only par-
tially correlated, and the uncertainty from the CT18 set
is the most conservative. Other measurement uncertain-
ties are smaller or are statistically constrained and there-
fore uncorrelated. Further measurements or studies are
required to obtain more consistent results.

No combination of all measurements provides a good  probability

the full combination, including CDF, is disfavoured

χ2
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MW combinations  (cfr arXiv:2308.09417 for all the preparatory steps of the combination)

Combinations with CDF excluded have good compatibility:    (CT18)

                                                                                         the  probability is 91%

                                                                                         relative weights: 42% (ATLAS), 23% (D0), 18% (LHCb), 16% (LEP)

The inclusion of CDF brings the  probability below 0.5%

mW = 80369.2 ± 13.3 MeV
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PDF set D0 p`T D0 p⌫T CDF p`T CDF p⌫T ATLAS W+ ATLAS W� LHCb
CTEQ6 �17.0 �17.7 0.0 0.0 – – –
CTEQ6.6 0.0 0.0 15.0 17.0 – – –
CT10 0.4 �1.3 16.0 16.3 0.0 0.0 –
CT14 �9.7 �10.6 5.8 6.8 -1.2 �5.8 1.1
CT18 �8.2 �9.3 7.2 7.7 12.1 �2.3 �6.0
ABMP16 �19.6 �21.5 �1.4 �2.4 �22.5 �3.1 7.7
MMHT2014 �10.4 �12.7 6.1 5.5 �2.6 9.9 �10.8
MSHT20 �13.7 �15.4 3.6 4.1 �20.9 4.5 �2.0
NNPDF3.1 �1.0 �1.2 14.0 15.1 �14.1 -1.8 6.0
NNPDF4.0 6.7 8.1 20.8 24.1 �22.4 6.9 8.3

Table 3: Values of �mPDF
W in MeV for each PDF set using the p

`
T (all experiments) or p⌫T (CDF and D0) distribution,

determined using the Wj-MiNNLO calculation.

PDF set D0 CDF ATLAS LHCb
CTEQ6 – 14.1 – –
CTEQ6.6 15.1 – – –
CT10 – – 9.2 –
CT14 13.8 12.4 11.4 10.8
CT18 14.9 13.4 10.0 12.2
ABMP16 4.5 3.9 4.0 3.0
MMHT2014 8.8 7.7 8.8 8.0
MSHT20 9.4 8.5 7.8 6.8
NNPDF3.1 7.7 6.6 7.4 7.0
NNPDF4.0 8.6 7.7 5.3 4.1

Table 4: Uncertainty in MeV for each PDF set after com-
bining the individual fit categories.

provides some sensitivity to PDF predictions. Other W -
and Z-boson measurements from the LHC and the Teva-
tron provide more significant PDF constraints and are
used in the determination of the PDF sets. This section
compares the compatibility of these other measurements
with the various PDF sets. Some sets have low compati-
bility and are not favoured for an mW combination.

The W -boson rapidity (yW ) distribution a↵ects the
mW measurement through the p

`
T distribution: more cen-

tral W bosons can have more forward-decaying leptons
within the detector acceptance, lowering the mean ob-
served p

`
T. Measurements that probe PDF parameters de-

scribing yW include the Z boson rapidity yZ and the asym-
metries in the rapidity distribution between positive and
negative W bosons (AW ), or similarly the positive and
negative charged leptons from their decay (A`). These
measurements are considered in this compatibility study,
and are shown in Table 5.

The comparison between data and predictions is per-
formed with the xFitter [44] framework. A �

2 measure is
constructed including all experimental uncertainties and
their correlations, as well as the PDF uncertainties. The-
ory predictions are calculated at NNLO in QCD and cor-
rected to NLO electroweak predictions using multiplica-
tive k-factors in each measurement bin. PDF uncertainties
are computed at NLO in QCD using Applgrids [45] with
calculations from MCFM-6.8 [46]. The results for various
PDF sets are shown in Table 6.

Exp. Obs. Decay
p
s Lum. bins

CDF [48] AW e⌫ 1.96 TeV 1 fb�1 13
CDF [49] yZ ee 1.96 TeV 2.1 fb�1 28
D0 [50] yZ ee 1.96 TeV 0.4 fb�1 28
D0 [51] A` µ⌫ 1.96 TeV 7.3 fb�1 12
D0 [52] A` e⌫ 1.96 TeV 9.7 fb�1 13

ATLAS [53] Z,W ``,`⌫ 7 TeV 4.7 fb�1 61

Table 5: Drell-Yan measurements used for the PDF com-
patibility study.

Most of the Drell-Yan measurements have good �
2 val-

ues for all PDFs. The most significant outlier is the D0
W ! e⌫ lepton asymmetry measurement, for which the
CT18 set has the lowest �

2 primarily due to its larger
uncertainties. These larger uncertainties also reduce the
correlated �

2, which represents the contribution from cor-
related uncertainties [47]. The correlated �

2 reduces from
251 to 43 after including PDF uncertainties in the CT18
set; the corresponding reduction for the NNPDF3.1 set is
110 to 76. The overall probability of consistency of the
combined datasets is 1.5% for the CT18 set, and is much
lower for the other sets. Among the studied PDF sets
CT18 is therefore considered to give the most accurate
estimate of the 68% C.L. interval for combined W - and
Z-boson measurements.

4.3 W -boson polarization

The W -boson polarization a↵ects the lepton decay angles,
and in turn the transverse momentum of the leptons. A
general expression for the fully di↵erential distribution of
the charged lepton is

d�

dpWT dydmd⌦
=

d�

dpWT dydm
[(1 + cos2 ✓)

+
1

2
A0(1� 3 cos2 ✓) +A1 sin 2✓ cos�

+
1

2
A2 sin

2
✓ cos 2�+A3 sin ✓ cos�

+ A4 cos ✓ +A5 sin
2
✓ sin 2�
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PDF set D0 p`T D0 p⌫T CDF p`T CDF p⌫T ATLAS W+ ATLAS W� LHCb
CTEQ6 �17.0 �17.7 0.0 0.0 – – –
CTEQ6.6 0.0 0.0 15.0 17.0 – – –
CT10 0.4 �1.3 16.0 16.3 0.0 0.0 –
CT14 �9.7 �10.6 5.8 6.8 -1.2 �5.8 1.1
CT18 �8.2 �9.3 7.2 7.7 12.1 �2.3 �6.0
ABMP16 �19.6 �21.5 �1.4 �2.4 �22.5 �3.1 7.7
MMHT2014 �10.4 �12.7 6.1 5.5 �2.6 9.9 �10.8
MSHT20 �13.7 �15.4 3.6 4.1 �20.9 4.5 �2.0
NNPDF3.1 �1.0 �1.2 14.0 15.1 �14.1 -1.8 6.0
NNPDF4.0 6.7 8.1 20.8 24.1 �22.4 6.9 8.3

Table 3: Values of �mPDF
W in MeV for each PDF set using the p

`
T (all experiments) or p⌫T (CDF and D0) distribution,

determined using the Wj-MiNNLO calculation.

PDF set D0 CDF ATLAS LHCb
CTEQ6 – 14.1 – –
CTEQ6.6 15.1 – – –
CT10 – – 9.2 –
CT14 13.8 12.4 11.4 10.8
CT18 14.9 13.4 10.0 12.2
ABMP16 4.5 3.9 4.0 3.0
MMHT2014 8.8 7.7 8.8 8.0
MSHT20 9.4 8.5 7.8 6.8
NNPDF3.1 7.7 6.6 7.4 7.0
NNPDF4.0 8.6 7.7 5.3 4.1

Table 4: Uncertainty in MeV for each PDF set after com-
bining the individual fit categories.

provides some sensitivity to PDF predictions. Other W -
and Z-boson measurements from the LHC and the Teva-
tron provide more significant PDF constraints and are
used in the determination of the PDF sets. This section
compares the compatibility of these other measurements
with the various PDF sets. Some sets have low compati-
bility and are not favoured for an mW combination.

The W -boson rapidity (yW ) distribution a↵ects the
mW measurement through the p

`
T distribution: more cen-

tral W bosons can have more forward-decaying leptons
within the detector acceptance, lowering the mean ob-
served p

`
T. Measurements that probe PDF parameters de-

scribing yW include the Z boson rapidity yZ and the asym-
metries in the rapidity distribution between positive and
negative W bosons (AW ), or similarly the positive and
negative charged leptons from their decay (A`). These
measurements are considered in this compatibility study,
and are shown in Table 5.

The comparison between data and predictions is per-
formed with the xFitter [44] framework. A �

2 measure is
constructed including all experimental uncertainties and
their correlations, as well as the PDF uncertainties. The-
ory predictions are calculated at NNLO in QCD and cor-
rected to NLO electroweak predictions using multiplica-
tive k-factors in each measurement bin. PDF uncertainties
are computed at NLO in QCD using Applgrids [45] with
calculations from MCFM-6.8 [46]. The results for various
PDF sets are shown in Table 6.

Exp. Obs. Decay
p
s Lum. bins

CDF [48] AW e⌫ 1.96 TeV 1 fb�1 13
CDF [49] yZ ee 1.96 TeV 2.1 fb�1 28
D0 [50] yZ ee 1.96 TeV 0.4 fb�1 28
D0 [51] A` µ⌫ 1.96 TeV 7.3 fb�1 12
D0 [52] A` e⌫ 1.96 TeV 9.7 fb�1 13

ATLAS [53] Z,W ``,`⌫ 7 TeV 4.7 fb�1 61

Table 5: Drell-Yan measurements used for the PDF com-
patibility study.

Most of the Drell-Yan measurements have good �
2 val-

ues for all PDFs. The most significant outlier is the D0
W ! e⌫ lepton asymmetry measurement, for which the
CT18 set has the lowest �

2 primarily due to its larger
uncertainties. These larger uncertainties also reduce the
correlated �

2, which represents the contribution from cor-
related uncertainties [47]. The correlated �

2 reduces from
251 to 43 after including PDF uncertainties in the CT18
set; the corresponding reduction for the NNPDF3.1 set is
110 to 76. The overall probability of consistency of the
combined datasets is 1.5% for the CT18 set, and is much
lower for the other sets. Among the studied PDF sets
CT18 is therefore considered to give the most accurate
estimate of the 68% C.L. interval for combined W - and
Z-boson measurements.

4.3 W -boson polarization

The W -boson polarization a↵ects the lepton decay angles,
and in turn the transverse momentum of the leptons. A
general expression for the fully di↵erential distribution of
the charged lepton is

d�

dpWT dydmd⌦
=

d�

dpWT dydm
[(1 + cos2 ✓)

+
1

2
A0(1� 3 cos2 ✓) +A1 sin 2✓ cos�

+
1

2
A2 sin

2
✓ cos 2�+A3 sin ✓ cos�

+ A4 cos ✓ +A5 sin
2
✓ sin 2�

PDF effects from the study of the  or  distributionspℓ
⊥ pν

⊥

δmPDF
W

σPDF(mW)

The Tevatron combination did not consider
      

Uncertainties here in some cases larger than in original publications
      e.g.for  CDF the NNPDF3.1 uncertainty from 3.9 to 6.6 MeV

δmPDF
W (CTEQ6,CTEQ6.6) ∼ 17 MeV
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William Barter (Edinburgh) Slide 13mW combination and comparison 23/8/23

W boson polarisation

• ATLAS and LHCb use DYTurbo treatment of 
polarisation – no update made.
• Fits to data using RESBOS-C (CDF) and RESBOS-

CP (D0) ported so that 53 − 54 coefficients 
match O(75) predictions using RESBOS2. 

CDF 67!
"#$

D0 67!
"#$

Leptonic angular distributions and QCD corrections

dσ
dpW

⊥ dyWdmWdΩ
=

dσ
dpW

⊥ dyWdmW {1 + cos2 θ +
1
2

A0(1 − 3 cos2 θ) + A1 sin 2θ cos ϕ +
1
2

A2 sin2 θ cos 2ϕ + A3 sin θ cos ϕ +

A4 cos θ + A5 sin2 θ sin 2ϕ + A6 sin 2θ sin ϕ + A7 sin θ sin ϕ}
ATLAS and LHCb use DYTurbo and quote an uncertainty on the   → no additional corrections

Fits to data using ResBos-C (CDF) or ResBos-CP (D0) ported so that 
       the  combinations matches the ResBos2 prediction at 

Ai
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Combination of the different  determinationsmW
Results combined using BLUE

Validation by reproducing internal experimental combinations

The CDF measurement contains an a posteriori shift  
        accounting for (CTEQ6M→NNPDF3.1, mass modelling, polarisation effects  ) removed before the combination  

δmW ∼ 3 MeV

PDF correlations in the combination

CT18 MSHT20 NNPDF4.0

Correlations needed in the combination

Significantly different correlations between the various PDF sets

PDF anti-correlations between experiments leads to more stable results and reduced PDF dependence
           cfr. G.Bozzi, L.Citelli, AV, M.Vesterinen, arXiv:1501.05587, arXiv:1508.06954 
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Conclusions about the  combination effortmW

Extensive effort to provide a common treatment of PDF and pQCD modelling for the  determination at hadron colliders

The updated treatment is unable to solve the tension between the existing measurements

The full combination  (CT18) is disfavoured due to low  probability (0.5%)

The combination with CDF excluded    (CT18) has good   probability (91%)

mW

mW = 80394.6 ± 11.5 MeV χ2

mW = 80369.2 ± 13.3 MeV χ2
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PDF uncertainty on MW: exploiting the theoretical constraints
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all PDF replicas are correlated because the parton densities are developed in the same QCD framework
    1) obey sum rules,  2) satisfy DGLAP equations,   3) are based on the same data set

the “unitarity constraint” of each parton density affects the parton-parton luminosities, which, convoluted with the partonic xsec,
     in turn affect the hadron-level xsec

E.Bagnaschi, AV, Phys.Rev.Lett.126 (2021) 4, 041801 
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χ2
k, min = ∑

r,s∈bins
(𝒯0,k − 𝒟exp)r

C−1
rs (𝒯0,k − 𝒟exp)s

          total covarianceC = ΣPDF + Σstat + ΣMC + Σexp syst

Inserting the information about PDFs in the covariance matrix

leads to a profiling action “in situ”, given by the data themselves

the PDF uncertainty can be reduced to the few MeV level

thanks to the strong anti correlated behaviour of the two tails of 

ATLAS has used this idea to profile PDFs and reduce their impact

pℓ
⊥
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Comments on the data driven approach to fit the W-boson mass
   • The Monte Carlo event generators typically have (N)LO+(N)LL QCD perturbative accuracy 
     → to match the data they might require a reweighing factor larger than a code N3LO+N3LL

   • The tuning to the data should be done in association to QCD scale variations
     → starting from different pQCD scale choices, we can achieve by construction the same description of NCDY
          with different reweighing functions
          but
          we should check how the different alternatives behave when propagated to CCDY

   • The tuning assumes that the reweighing factor derived from 
                             applies equally well to the  and to the lepton transverse momentum in CCDY

   • The tuning assumes that the missing factor taken from the data is universal, i.e. identical for NCDY and CCDY
          but
          several elements of difference:
               - masses and phase-space factors, acceptances
               - different electric charges (QED corrections)
               - different initial states  (→ PDFs, heavy quarks effects)              

   • It is possible that BSM physics is reabsorbed in the tuning

   • The interpretation of the fitted value is not necessarily the SM lagrangian parameter

pZ
⊥

pW
⊥
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The W boson mass: theoretical prediction

74

effects of higher-order terms on ∆r
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on-shell scheme: dominant contributions to ∆r

∆r = ∆α− c2w
s2w

∆ρ+∆rrem

∆α = Πγ
ferm(M

2
Z)−Πγ

ferm(0) → α(MZ) =
α

1−∆α

∆ρ = ΣZ(0)
M2

Z

− ΣW (0)
M2

W

= 3GFm2
t

8π2
√
2

[one-loop] ∼ m2
t

v2
∼ αt

beyond one-loop order: ∼ α2, ααt, α2
t , α

2αt, αα2
t , α

3
t , . . .

reducible higher order terms from ∆α and ∆ρ via

1 +∆r →
1

(

1−∆α
)(

1 + c2w
s2w

∆ρ
)

+ · · ·

ρ = 1 +∆ρ →
1

1−∆ρ

Consoli, WH, Jegerlehner 1989(Consoli, Hollik, Jegerlehner)
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The dilepton invariant mass distribution in NC-DY at high mass and sin2 ̂θ(μ2
R)

the momentum transfer Q2 given by m2
``. The momentum fractions x1 and

x2 are related to m`` and y`` as x1,2 =
m``p

s e
±y`` . The symmetric S and anti-

symmetric A coupling combinations [44] are embedded into

Sq = e2`e
2
q + P�Z · e`v`eqvq + PZZ · (v

2
` + a2`)(v

2
q + a2q)

Aq = P�Z · 2e`a`eqaq + PZZ · 8v`a`vqaq,
(4)

expressed in terms of the electric charges ei (in units of the positron charge)
and the vector (axial-vector) couplings vi (ai). The propagator factors are
given by

P�Z(m``) =
2m2

``(m
2
`` �m2

Z)

sin2 ✓W cos2 ✓W [(m2
`` �m2

Z)
2 + �2

Zm
2
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PZZ(m``) =
m4

``

sin4 ✓W cos4 ✓W [(m2
`` �m2

Z)
2 + �2

Zm
2
Z]
,

(5)

where �Z represents the Z width. At the Z peak, the EW mixing angle
has been extracted by measuring the forward-backward asymmetry, which is
defined as

AFB =
�(cos ✓CS > 0)� �(cos ✓CS < 0)

�(cos ✓CS > 0) + �(cos ✓CS < 0)
. (6)

At high energy, however, the absolute di↵erential cross section is a more
suitable observable for the extraction of sin2 ✓MS

W (µ). This can be seen by
evaluating the logarithmic derivative w.r.t. sin2 ✓W , i.e. the relative vari-
ation under the change of sin2 ✓W , of the cross section and of AFB in the
limit where m`` is much greater than mZ [28]. At the representative scale of
1 TeV, keeping the e↵ect of finite mZ, the logarithmic derivative multiplied
by sin2 ✓W is found to be ⇠ 0.9 for the cross-sections and ⇠ 0.3 for AFB.

In our study, NCDY production in proton-proton collisions at the LHC at
p
s = 13.6 TeV is considered. We assume integrated luminosities of 300 fb�1

and 3000 fb�1, expected at the end of the LHC Run 3 and High-Luminosity
LHC (HL-LHC) phases [45], respectively. We evaluate the triple di↵erential
NCDY cross section in six bins in m`` with boundaries 116, 150, 200, 300, 500,
1500, 5000 GeV, six bins in |y``| with boundaries 0.0, 0.4, 0.8, 1.2, 1.6, 2.0,
2.5, and two bins in cos ✓CS for the forward and backward directions, with
72 bins in total. By considering the fully di↵erential information we com-
bine the sensitivity of the absolute cross-sections and the forward-backward
asymmetry. Fiducial selections, usually employed in ATLAS and CMS mea-
surements (see for example [14]), are applied to the leptons. The leading
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The 3D differential xsec exhibits a dependence on the specific  value, 
modulated by the different combinations of  and Z propagators.

At the Z resonance, specific sensitivity to , via the ratio of vector/axial-vector couplings,
assessed from the study of  and  asymmetries

Also at large invariant masses the xsec features a sensitivity to , stemming from both 
normalisation and angular-dependent factors!

→ at NLO-EW we can study , the MSbar renormalised mixing angle
     and exploit the large mass range to test the running of this quantity

sin2 θW
γ

sin2 θW
AFB ALR

sin2 θW

sin2 ̂θ(μR)

machines to constrain NP models through the analysis of running couplings
with DY processes [25–28] 1. The existing analyses rely on leading order (LO)
EW matrix elements, where the couplings are promoted to running couplings
through leading logarithmic contributions to the beta functions. For the first
time, the possibility to probe directly the running of sin2 ✓MS

W (µ) is explored
by means of a full EW next-to-leading order (NLO) calculation with a hybrid
renormalization scheme, where the Lagrangian parameters e and sin2 ✓W are
renormalized in the MS scheme and the Z-boson mass is renormalized in the
on-shell scheme. In the large leptonic invariant mass region the presence
of the Sudakov logarithms [32–37] in the NLO matrix element is known to
give large contributions to the cross section and could, in principle, have an
impact on the sensitivity determination. The calculation has been devel-
oped and implemented in the framework of an upgraded version [38] of the
Z ew-BMNNPV process [39] of the POWHEG-BOX-V2 [40–42] Monte
Carlo (MC) event generator, which is used for the present sensitivity study.

2. Theoretical predictions

We investigate the triple di↵erential NCDY cross sections as a function of
the invariant mass, m``, rapidity, y``, of the dilepton system, and of the cosine
of the angle between the incoming and outgoing fermions in the Collins-Soper
reference frame, ✓CS [43]. At LO the triple di↵erential NCDY cross section
can be expressed as

d3�
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◆
,

(3)

where ↵ is the electromagnetic coupling, m`` = ŝ = x1x2s is the partonic
center-of-mass energy and s is the hadronic one. The fq(q)(x,Q2) describe
the momentum fraction x of the parton q(q) in the colliding protons, with

1
The constraining power of DY processes for general parameterizations of NP through

the E↵ective Field Theory approach has been explored, for instance, in Refs. [29–31] and

references therein.

3

machines to constrain NP models through the analysis of running couplings
with DY processes [25–28] 1. The existing analyses rely on leading order (LO)
EW matrix elements, where the couplings are promoted to running couplings
through leading logarithmic contributions to the beta functions. For the first
time, the possibility to probe directly the running of sin2 ✓MS

W (µ) is explored
by means of a full EW next-to-leading order (NLO) calculation with a hybrid
renormalization scheme, where the Lagrangian parameters e and sin2 ✓W are
renormalized in the MS scheme and the Z-boson mass is renormalized in the
on-shell scheme. In the large leptonic invariant mass region the presence
of the Sudakov logarithms [32–37] in the NLO matrix element is known to
give large contributions to the cross section and could, in principle, have an
impact on the sensitivity determination. The calculation has been devel-
oped and implemented in the framework of an upgraded version [38] of the
Z ew-BMNNPV process [39] of the POWHEG-BOX-V2 [40–42] Monte
Carlo (MC) event generator, which is used for the present sensitivity study.

2. Theoretical predictions

We investigate the triple di↵erential NCDY cross sections as a function of
the invariant mass, m``, rapidity, y``, of the dilepton system, and of the cosine
of the angle between the incoming and outgoing fermions in the Collins-Soper
reference frame, ✓CS [43]. At LO the triple di↵erential NCDY cross section
can be expressed as

d3�

dm``dy``d cos ✓CS
=

⇡↵2

3m``s

✓
(1 + cos2 ✓CS)

X

q

Sq[fq(x1, Q
2)fq(x2, Q

2)

+ fq(x2, Q
2)fq(x1, Q

2)] + cos ✓CS

X

q

Aqsign(y``)

· [fq(x1, Q
2)fq(x2, Q

2)� fq(x2, Q
2)fq(x1, Q

2)]

◆
,

(3)

where ↵ is the electromagnetic coupling, m`` = ŝ = x1x2s is the partonic
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The triple-differential cross section at LO
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Determination of   in the LHC frameworksin2 θlep
eff

A few differences compared to the LEP measurement and analysis framework

     ∙the initial state is a mixture, weighted by PDFs, of different quark flavours

               → PDF uncertainty + problems to disentangle individual Z decay widths

     ∙the precision on the Z peak cross section is lower than the one at LEP for e+e-→hadrons

                →  was at LEP an important constraint of the pseudo-observable fit

     ∙the experimental analysis involves an invariant mass window (instead of only q²=MZ²)

                → non-factorisable contributions spoil the factorisation (initial)x(final) form factors

σhad

76

→ it is not possible to pursue the LEP approach in terms of pseudo-observables at LHC

                                               

→ a template fit approach in the full SM is needed to analyse the AFB data and offers a well defined procedure

      -  to extract 

      -  to assign the associated theoretical uncertainties

→   we need to be able to prepare templates of   for different values of 

Aexp
FB (m2

Z) − 𝒜nonfact =
3
4

𝒜e𝒜f

sin2 θlep
eff

AFB(m2
ℓℓ) sin2 θlep

eff
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An electroweak scheme with  as inputs(Gμ, mZ, sin2 θℓ
eff)

2

Input scheme definitions

A set of three commonly adopted SM lagrangian in-
put parameters in the gauge sector is e,MW ,MZ , which
have to be expressed in terms of three measured quanti-
ties, whose choice defines a renormalization scheme. The
relation between e,MW ,MZ and the reference measured
quantites has to be evaluated at the same perturbative
order of the scattering amplitude calculation at hand and
allows to fix the renormalization conditions. The usual
set of reference measured quantities are: ↵,MW ,MZ ,
which defines the on-shell scheme; ↵(MZ),MW ,MZ ,
which is a variant of the on-shell scheme which reabsorbs
the large logarithmic contributions due to the running of
the electromagnetic coupling from the scale 0 to MZ [16];
Gµ,MW ,MZ , which defines the Gµ scheme and is partic-
ularly suited to describe Drell-Yan processes at hadron
colliders because it allows to include a large part of the
radiative corrections in the LO predictions, guaranteeing
a good convergence of the perturbative series. For a de-
tailed description of these schemes cfr. ref. [17]. The
presence of MW among the input parameters is a nice
feature in view of a direct MW measurement at hadron
colliders via a template fit method, as described above.
On the other hand, these schemes are not suited for
high precision predictions, because of the “large” para-
metric uncertainties stemming from the present experi-
mental precision on the knowledge of MW . In fact, for
NC DY precise predictions, a LEP style scheme with
↵, Gµ,MZ would be preferred. However, in view of a
direct SM determination of the quantity sin2 ✓`eff , also

this scheme has its own shortcomings, because sin2 ✓`eff
is a calculated quantity and can not be treated as a
fit parameter. With the aim of a direct sin2 ✓`eff SM
determination, we discuss an alternative scheme, which
includes the weak mixing angle as an input parameter,
sin2 ✓, together with e and MZ . The experimental refer-
ence data are the Z boson mass value measured at LEP,
the fine structure constant ↵ and sin2 ✓`eff as defined
at LEP at the Z resonance. An additional possibility
discussed in the following is to replace ↵ with Gµ. We
will refer to these two choices as the (↵,MZ , sin

2 ✓`eff )

and the (Gµ,MZ , sin
2 ✓`eff ) input schemes. At tree level

sin2 ✓ = sin2 ✓`eff . The quantity sin2 ✓`eff is defined in
terms of the vector and axial-vector couplings of the Z
boson to leptons glV,A, measured at the Z boson peak, or

alternatively the chiral electroweak couplings glL,R and
reads (at tree level) [18]:

sin2 ✓leff =
I l3
2Ql

✓
1�

glV
glA

◆
=

I l3
Ql

✓
�glR

glL � glR

◆
, (1)

where

glL =
I l3 � sin2 ✓leff Ql

sin ✓leff cos ✓
l
eff

, glR = �
sin ✓leff
cos ✓leff

Ql . (2)

I l3 = ±
1
2 is the third component of the weak isospin and

Ql is the electric charge of the lepton in units of the
positron charge.

Renormalization

We implement the one loop renormalization of the
three input parameters by splitting the bare ones into
renormalized parameters and counterterms

M2
Z,0 = M2

Z + �M2
Z (3)

sin2 ✓0 = sin2 ✓`eff + � sin2 ✓`eff (4)

e0 = e(1 + �Ze) (5)

where the bare parameters are denoted with subscript
0. The counterterms �M2

Z and �Ze are defined as in the
usual on-shell scheme. Complete expressions are given
in Eqs. (3.19) and (3.32) of Ref. [19]. The counterterm
� sin2 ✓`eff is defined by imposing that the tree-level re-

lation Eq. (1) holds to all orders. Considering the Zll̄
vertex, the couplings gfL,R, neglecting the masses of the

lepton l, are replaced by the form factors GL,R(q2) [9]
once radiative corrections are accounted for. The e↵ec-
tive weak mixing angle has been defined at LEP/SLD by
taking the form factors at q2 = M2

Z : QUESTION: in

the LEP definition the real parts were taken in

numerator and denominator separately (e.g. Eq.

12 of Bardin-Passarino-Gruenewald)

sin2 ✓`eff ⌘
I l3
Ql

Re

✓
�G

l
R(M

2
Z)

Gl
L(M

2
Z)� Gl

R(M
2
Z)

◆
. (6)

The form factors Gi can be computed in the SM in any
input scheme that does not contain sin2 ✓`eff as input
parameter, yielding in turn, via Eq.(6), a prediction for
sin2 ✓`eff , as discussed at length in Refs. [20, 21].
In this paper instead we consider the weak mixing an-

gle as an input parameter. In order to fix its renormal-
ization condition, we write the relation between the bare
coupling and its expression in terms of form factors at
a given perturbative order, with bare masses and cou-
plings.

sin2 ✓0 =
If3
Qf

Re

 
�G

f
R(M

2
Z)

G
f
L(M

2
Z)� G

f
R(M

2
Z)

!�����
0

. (7)

We replace all the bare couplings with the renormalized
ones and the associated counterterms, Eqs. (3-5):

sin2 ✓`eff +� sin2 ✓`eff =
I l3
Ql

Re

✓
�glR � �glR

glL � glR + �glL � �glR

◆
.

(8)
where �glL,R represent the e↵ect of radiative corrections,
expressed in terms of renormalized quantities and related
counterterms. We do not consider NLO QED corrections

The weak mixing angle is related to the left- and right-handed (vector and axial-vector)  couplings of the Z boson to fermions

3

because they factorize on form factors and therefore do
not a↵ect the sin2 ✓leff definition. The e↵ective weak
mixing angle is defined to all orders by the request that
the measured value coincides with the tree-level expres-
sion; in other words, the radiative corrections that could
be reabsorbed into a redefinition of an e↵ective mixing
angle are exactly cancelled, order by order, by the coun-
terterm, which reads, at O(↵)

� sin2 ✓`eff = �
1

2

g`Lg
`
R

(g`L � g`R)
2
Re

✓
�g`L
g`L

�
�g`R
g`R

◆
. (9)

From the O(↵) corrections to the vertex Z ! `+`� we
obtain

� sin2 ✓`eff
sin2 ✓`eff

=
cos ✓`eff
sin ✓`eff

Re⌃AZ
T (M2

Z)

M2
Z

(10)

+

✓
1�

Q`

I`3
sin2 ✓`eff

◆⇥
�Z`

L + �V L
� �Z`

R � �V R
⇤
.

where ⌃AZ
T (M2

Z) contains the fermionic and bosonic con-
tributions to the �Z self-energy corrections, while the
second line of Eq. (10) stems from the vertex correc-
tions and counterterm contributions. We remark that
the �Z self-energy does not contain enhanced terms pro-
portional to m2

t . The bosonic contributions in Eq. (10)
form a gauge invariant set because they are a linear com-
bination of the corrections to the left- and right-handed
components of the Z decay amplitude into a lepton pair.
The expression of ⌃AZ

T (M2
Z) and �Zl

L/R are given in

Eqs. (B.2) and (3.20) of Ref. [19], respectively. In �Zl
L/R

we suppressed the lepton family indices. The vertex cor-
rections �V L/R are given by

�V L =
�
g`L

�2 ↵

4⇡
Va

�
0,M2

Z , 0,MZ , 0, 0
�

+
1

2s2W

g⌫L
g`L

↵

4⇡
Va

�
0,M2

Z , 0,MW , 0, 0
�

�
cW
sW

1

2s2W

1

g`L

↵

4⇡
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�
0,M2

Z , 0, 0,MW ,MW

�

�V R =
�
g`R

�2 ↵

4⇡
Va

�
0,M2

Z , 0,MZ , 0, 0
�

(11)

and the vertex functions Va and Vb are given in Eqs. (C.1)
and (C.2) of Ref. [19], respectively.

The renormalization condition that the mea-

sured e↵ective leptonic weak mixing angle

matches the tree-level expression to all orders in

perturbation theory applies, following the LEP

definition, to the ratio of the real part of the

vector and axial-vector form factors. Since the

Green’s functions associated to the Zff̄ vertex

satisfy the Ward identities [22] for an arbitrary

complex value of the weak mixing angle, then dif-

ferent prescriptions can be devised to assign the

imaginary part of the counterterm and, in turn,

of the weak mixing angle at q2 = M2
Z .

The Gµ scheme

The muon decay amplitude allows to establsh a rela-
tion between ↵, Gµ,MZ and sin2 ✓`eff which reads

sin2 ✓`eff cos ✓2effM
2
Z =

⇡↵
p
2Gµ

(1 +�r̃) . (12)

with the following expression for �r̃

�r̃ = �↵(s)��⇢+�r̃rem (13)

�r̃rem =
Re⌃AA(s)

s
�

✓
Re⌃ZZ

T (M2
Z)
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�
⌃ZZ

T (0)

M2
Z

◆

�
sin2 ✓`eff � cos2 ✓`eff

cos2 ✓`eff

1

2

cW
sW

�ZAZ

We note the appearance of the combination �↵(s)��⇢,
which di↵ers from the corresponding one for �r in the

(↵,MWMZ) on-shell scheme �↵(s)� c2W
s2W

�⇢. The �r̃rem
correction does not contain any term enhanced by a
mt

2 factor, nor large logarithmically enhanced contribu-
tions. Using Eq. 12 to derive an e↵ective electromagnetic
coupling, it is possible to convert results computed in
the (↵,MZ , sin

2 ✓`eff ) scheme in the corresponding ones

in the (Gµ,MZ , sin
2 ✓`eff ) schemes. The �⇢(1) ⌘ �⇢

term present at O(↵) in this relation accounts for 1-
loop quantum corrections growing like mt

2; the latter
can be resummed to all orders, together with the ir-
reducible 2-loop contributions �⇢(2), computed in the
heavy top limit in Ref. [23]; the replacement Gµ !

Gµ/
�
1��⇢(1) ��⇢(2)

�
thus includes in the predictions

a class of universal higher-order corrections.

THE DRELL-YAN PROCESS

We study at NLO-EW the neutral current (NC)
DY process, in the setup described in [24], with the
POWHEG code [25], focusing on the invariant mass forward-
backward asymmetry AFB(M2

Z). Given the gauge in-
variant separation of photonic and weak corrections, we
focus on the latter to discuss the main features of the
(Gµ,MZ , sin

2 ✓`eff ) schemes, in view of a direct deter-

mination of sin2 ✓`eff . We first consider the impact of
the radiative corrections, for fixed values of all the input
parameters and then we evaluate the parametric uncer-
tainty due to a variation of the top mass mt. Both e↵ects
contribute to limit the precision of the predictions of the
DY distributions. We eventually consider the sensitiv-
ity of the latter to a variation of the sin2 ✓`eff value, for
a fixed choice of all the other inputs. We compare the
results of the (Gµ,MZ , sin

2 ✓`eff ) and of the traditional
(Gµ,MW ,MZ) schemes.
The absolute change �AFB of AFB(M2

Z) computed
with NLO weak virtual corrections with respect to the

The request that the tree-level relation holds to all orders fixes the counterterm for   on-shell definitionsin2 θlep
eff

The renormalised angle is identified with the LEP leptonic effective weak mixing angle
     The Z mass is defined in the complex mass scheme.
     Δr is evaluated with  as input and differs from the usual  expression 
             See also  D.C.Kennedy, B.W.Lynn,Nucl.Phys.B322, 1; F.M.Renard, C.Verzegnassi, Phys.Rev.D52,1369; 
                           A.Ferroglia, G.Ossola, A.Sirlin,Phys.Lett.B507,147; A.Ferroglia, G.Ossola, M.Passera, A.Sirlin,Phys.Rev.D65 (2002) 113002 
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An electroweak scheme with  as inputs(Gμ, mZ, sin2 θℓ
eff)

2

Input scheme definitions

A set of three commonly adopted SM lagrangian in-
put parameters in the gauge sector is e,MW ,MZ , which
have to be expressed in terms of three measured quanti-
ties, whose choice defines a renormalization scheme. The
relation between e,MW ,MZ and the reference measured
quantites has to be evaluated at the same perturbative
order of the scattering amplitude calculation at hand and
allows to fix the renormalization conditions. The usual
set of reference measured quantities are: ↵,MW ,MZ ,
which defines the on-shell scheme; ↵(MZ),MW ,MZ ,
which is a variant of the on-shell scheme which reabsorbs
the large logarithmic contributions due to the running of
the electromagnetic coupling from the scale 0 to MZ [16];
Gµ,MW ,MZ , which defines the Gµ scheme and is partic-
ularly suited to describe Drell-Yan processes at hadron
colliders because it allows to include a large part of the
radiative corrections in the LO predictions, guaranteeing
a good convergence of the perturbative series. For a de-
tailed description of these schemes cfr. ref. [17]. The
presence of MW among the input parameters is a nice
feature in view of a direct MW measurement at hadron
colliders via a template fit method, as described above.
On the other hand, these schemes are not suited for
high precision predictions, because of the “large” para-
metric uncertainties stemming from the present experi-
mental precision on the knowledge of MW . In fact, for
NC DY precise predictions, a LEP style scheme with
↵, Gµ,MZ would be preferred. However, in view of a
direct SM determination of the quantity sin2 ✓`eff , also

this scheme has its own shortcomings, because sin2 ✓`eff
is a calculated quantity and can not be treated as a
fit parameter. With the aim of a direct sin2 ✓`eff SM
determination, we discuss an alternative scheme, which
includes the weak mixing angle as an input parameter,
sin2 ✓, together with e and MZ . The experimental refer-
ence data are the Z boson mass value measured at LEP,
the fine structure constant ↵ and sin2 ✓`eff as defined
at LEP at the Z resonance. An additional possibility
discussed in the following is to replace ↵ with Gµ. We
will refer to these two choices as the (↵,MZ , sin

2 ✓`eff )

and the (Gµ,MZ , sin
2 ✓`eff ) input schemes. At tree level

sin2 ✓ = sin2 ✓`eff . The quantity sin2 ✓`eff is defined in
terms of the vector and axial-vector couplings of the Z
boson to leptons glV,A, measured at the Z boson peak, or

alternatively the chiral electroweak couplings glL,R and
reads (at tree level) [18]:

sin2 ✓leff =
I l3
2Ql

✓
1�

glV
glA

◆
=

I l3
Ql

✓
�glR

glL � glR

◆
, (1)

where

glL =
I l3 � sin2 ✓leff Ql

sin ✓leff cos ✓
l
eff

, glR = �
sin ✓leff
cos ✓leff

Ql . (2)

I l3 = ±
1
2 is the third component of the weak isospin and

Ql is the electric charge of the lepton in units of the
positron charge.

Renormalization

We implement the one loop renormalization of the
three input parameters by splitting the bare ones into
renormalized parameters and counterterms

M2
Z,0 = M2

Z + �M2
Z (3)

sin2 ✓0 = sin2 ✓`eff + � sin2 ✓`eff (4)

e0 = e(1 + �Ze) (5)

where the bare parameters are denoted with subscript
0. The counterterms �M2

Z and �Ze are defined as in the
usual on-shell scheme. Complete expressions are given
in Eqs. (3.19) and (3.32) of Ref. [19]. The counterterm
� sin2 ✓`eff is defined by imposing that the tree-level re-

lation Eq. (1) holds to all orders. Considering the Zll̄
vertex, the couplings gfL,R, neglecting the masses of the

lepton l, are replaced by the form factors GL,R(q2) [9]
once radiative corrections are accounted for. The e↵ec-
tive weak mixing angle has been defined at LEP/SLD by
taking the form factors at q2 = M2

Z : QUESTION: in

the LEP definition the real parts were taken in

numerator and denominator separately (e.g. Eq.

12 of Bardin-Passarino-Gruenewald)
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The form factors Gi can be computed in the SM in any
input scheme that does not contain sin2 ✓`eff as input
parameter, yielding in turn, via Eq.(6), a prediction for
sin2 ✓`eff , as discussed at length in Refs. [20, 21].
In this paper instead we consider the weak mixing an-

gle as an input parameter. In order to fix its renormal-
ization condition, we write the relation between the bare
coupling and its expression in terms of form factors at
a given perturbative order, with bare masses and cou-
plings.

sin2 ✓0 =
If3
Qf
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We replace all the bare couplings with the renormalized
ones and the associated counterterms, Eqs. (3-5):

sin2 ✓`eff +� sin2 ✓`eff =
I l3
Ql

Re

✓
�glR � �glR

glL � glR + �glL � �glR

◆
.

(8)
where �glL,R represent the e↵ect of radiative corrections,
expressed in terms of renormalized quantities and related
counterterms. We do not consider NLO QED corrections
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3

because they factorize on form factors and therefore do
not a↵ect the sin2 ✓leff definition. The e↵ective weak
mixing angle is defined to all orders by the request that
the measured value coincides with the tree-level expres-
sion; in other words, the radiative corrections that could
be reabsorbed into a redefinition of an e↵ective mixing
angle are exactly cancelled, order by order, by the coun-
terterm, which reads, at O(↵)
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2
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From the O(↵) corrections to the vertex Z ! `+`� we
obtain

� sin2 ✓`eff
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=
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where ⌃AZ
T (M2

Z) contains the fermionic and bosonic con-
tributions to the �Z self-energy corrections, while the
second line of Eq. (10) stems from the vertex correc-
tions and counterterm contributions. We remark that
the �Z self-energy does not contain enhanced terms pro-
portional to m2

t . The bosonic contributions in Eq. (10)
form a gauge invariant set because they are a linear com-
bination of the corrections to the left- and right-handed
components of the Z decay amplitude into a lepton pair.
The expression of ⌃AZ

T (M2
Z) and �Zl

L/R are given in

Eqs. (B.2) and (3.20) of Ref. [19], respectively. In �Zl
L/R

we suppressed the lepton family indices. The vertex cor-
rections �V L/R are given by
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and the vertex functions Va and Vb are given in Eqs. (C.1)
and (C.2) of Ref. [19], respectively.

The renormalization condition that the mea-

sured e↵ective leptonic weak mixing angle

matches the tree-level expression to all orders in

perturbation theory applies, following the LEP

definition, to the ratio of the real part of the

vector and axial-vector form factors. Since the

Green’s functions associated to the Zff̄ vertex

satisfy the Ward identities [22] for an arbitrary

complex value of the weak mixing angle, then dif-

ferent prescriptions can be devised to assign the

imaginary part of the counterterm and, in turn,

of the weak mixing angle at q2 = M2
Z .

The Gµ scheme

The muon decay amplitude allows to establsh a rela-
tion between ↵, Gµ,MZ and sin2 ✓`eff which reads

sin2 ✓`eff cos ✓2effM
2
Z =

⇡↵
p
2Gµ

(1 +�r̃) . (12)

with the following expression for �r̃
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We note the appearance of the combination �↵(s)��⇢,
which di↵ers from the corresponding one for �r in the

(↵,MWMZ) on-shell scheme �↵(s)� c2W
s2W

�⇢. The �r̃rem
correction does not contain any term enhanced by a
mt

2 factor, nor large logarithmically enhanced contribu-
tions. Using Eq. 12 to derive an e↵ective electromagnetic
coupling, it is possible to convert results computed in
the (↵,MZ , sin

2 ✓`eff ) scheme in the corresponding ones

in the (Gµ,MZ , sin
2 ✓`eff ) schemes. The �⇢(1) ⌘ �⇢

term present at O(↵) in this relation accounts for 1-
loop quantum corrections growing like mt

2; the latter
can be resummed to all orders, together with the ir-
reducible 2-loop contributions �⇢(2), computed in the
heavy top limit in Ref. [23]; the replacement Gµ !

Gµ/
�
1��⇢(1) ��⇢(2)

�
thus includes in the predictions

a class of universal higher-order corrections.

THE DRELL-YAN PROCESS

We study at NLO-EW the neutral current (NC)
DY process, in the setup described in [24], with the
POWHEG code [25], focusing on the invariant mass forward-
backward asymmetry AFB(M2

Z). Given the gauge in-
variant separation of photonic and weak corrections, we
focus on the latter to discuss the main features of the
(Gµ,MZ , sin

2 ✓`eff ) schemes, in view of a direct deter-

mination of sin2 ✓`eff . We first consider the impact of
the radiative corrections, for fixed values of all the input
parameters and then we evaluate the parametric uncer-
tainty due to a variation of the top mass mt. Both e↵ects
contribute to limit the precision of the predictions of the
DY distributions. We eventually consider the sensitiv-
ity of the latter to a variation of the sin2 ✓`eff value, for
a fixed choice of all the other inputs. We compare the
results of the (Gµ,MZ , sin

2 ✓`eff ) and of the traditional
(Gµ,MW ,MZ) schemes.
The absolute change �AFB of AFB(M2

Z) computed
with NLO weak virtual corrections with respect to the

The request that the tree-level relation holds to all orders fixes the counterterm for   on-shell definitionsin2 θlep
eff

The renormalised angle is identified with the LEP leptonic effective weak mixing angle
     The Z mass is defined in the complex mass scheme.
     Δr is evaluated with  as input and differs from the usual  expression 
             See also  D.C.Kennedy, B.W.Lynn,Nucl.Phys.B322, 1; F.M.Renard, C.Verzegnassi, Phys.Rev.D52,1369; 
                           A.Ferroglia, G.Ossola, A.Sirlin,Phys.Lett.B507,147; A.Ferroglia, G.Ossola, M.Passera, A.Sirlin,Phys.Rev.D65 (2002) 113002 
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This scheme allows to express any observable as     

     so that templates as a function of   can be easily generated

      →  direct relation between the data and the parameter of interest

      →  simple estimate of all the systematic effects, theoretical and experimental

The result of the fit in this scheme can be directly combined with LEP results

𝒪 = 𝒪(Gμ, mZ, sin2 θlep
eff )

sin2 θlep
eff
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prediction for  at the LHC in the  input scheme (red),    comparison with    (blue)

faster perturbative convergence       →    good control over the systematic uncertainties of the templates used to fit the data

very weak parametric  dependence 

 offer a very effective parameterisation of the Z resonance in terms of  normalisation, position, shape 

AFB (Gμ, mZ, sin2 θℓ
eff ) (Gμ, mW, mZ)

mt

(Gμ, mZ, sin2 θℓ
eff )
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   determination at hadron colliders at large invariant massessin2 ̂θ(μR)

The study has to be performed at least at NLO-EW.

The amplitude has at NLO-EW different groups of corrections: QED, weak.
Only a specific subset of such corrections contributes to the redefinition of the renormalised parameter,
while the rest (e.g. boxes and part of the vertices) is a genuine process dependent correction.

In order to claim that we are sensitive to the precise  value, 
 must be among the input parameters of the renormalised lagrangian.

A new version of the POWHEG NC DY QCD+EW has been prepared,
which admits as input parameters (  ) , renormalised at NLO-EW .
 
Thanks to this choice,  can be left as a free fit parameter, and extracted from the data.
The explicit presence of the other corrections, insensitive to , allows to correctly estimate
the dependence on this parameter, at each mass scale.

We need to estimate the change of the xsec, for a given  variation. In the sensitivity study
we identify the minimal variation which can be appreciated in the fit to the data, for given experimental errors.

sin2 ̂θ(μR)
sin2 ̂θ(μR)

α̂(μR), sin ̂θ(μR), mZ

sin2 ̂θ(μR)
sin2 ̂θ(μR)

sin2 ̂θ(μR)

S.Amoroso, M.Chiesa, C.L Del Pio, E.Lipka, F.Piccinini, F.Vazzoler, AV, arXiv:2302.10782      
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 The weak mixing angle at low energy scales
Goal:         testing the parity-violating structure of the weak interactions at different energy scales

Problems:   a) define an observable quantity, analogous to   at  , 

                      now e.g. at  for the t-channel processes like e-p or e-e- scattering

                 b) given the large size of the NLO corrections at , the fixed-order result is not sufficient
                     we have to resum to all orders large classes of radiative corrections in the definition of a running parameter

Solution 1:  introduction of   at  to describe Møller scattering       Ferroglia, Ossola, Sirlin, hep-ph/0307200

                 it absorbs the effect of the EW corrections to the Møller amplitude 
                     in a new effective parameter ,  via a gauge-invariant form factor ,

                     in a tree-level-like structure

                 this parameter is a physical observable which can be i) predicted and ii) measured → comparison with 

Solution 2:  the definition of   in the MSbar scheme is strictly bound to the presence of a renormalisation scale  

                   satisfies the RGE (→ it needs a boundary condition computed at one given scale )
                                   this quantity can be predicted in the SM using  as basic input parameters

                   the scale  allows to probe the size of resummed radiative correction to the couplings at different scales

sin2 θlep
eff q2 = m2

Z

q2 = 0
q2 = 0

sin2 θe−e−

eff q2 = 0

sin2 θe−e−

eff κ(q2 = 0)

sin2 θlep
eff

sin2 ̂θ(μR) μR

sin2 ̂θ(μR) q2

(α(0), Gμ, mZ)
μR
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 The running of  and the prediction of  Erler,Ramsey-Musolf, hep-ph/0409169 sin2 ̂θ(μR) sin2 ̂θ(0)
given , we want to study a process with    → the radiative corrections contain large  factors

in the MSbar scheme, the RGE allows to compute the coupling at an arbitrary scale , once the value at a given  is known

             setting  resums the large  in 
                                                              the behaviour at the physical thresholds is fixed via matching conditions

sin2 ̂θ(m2
Z) Q2 ≪ m2

Z log(Q2/m2
Z)

μ2 Q2

sin2 ̂θ(Q2) = ̂κ(Q2, μ2) sin2 ̂θ(μ2) μ2 = Q2 log(Q2/μ2) sin2 θ(μ2)
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38 Kumar, Mantry, Marciano & Souder

(along with threshold matching), e↵ectively moving large logs from (Q2
, µ)MS

into sin2
✓W (µ2)MS so that resummation can be performed using the RG evolu-

tion equation of sin2
✓W . On the other hand, choosing µ

2 = m
2
Z

introduces large

logarithms of Q
2
/m

2
Z

in MS(Q
2
, µ = mZ) spoiling the convergence of pertur-

bation theory. In Ref. (53), a solution to the RG equation of sin2
✓W (µ)MS, for

evolution between scales µ0 and µ without crossing any particle mass thresholds,

was given to be

sin2
✓W (µ)MS =

↵(µ)MS

↵(µ0)MS

sin2
✓W (µ0)MS + �1

h
1 �

↵(µ)

↵(µ0)

i

+
↵(µ)

⇡

h
�2

3
ln

µ
2

µ2
0

+
3�3

4
ln

↵(µ)MS

↵(µ0)MS

+ �̃(µ0) � �̃(µ)
i
. (38)

In the above equation, �1,2,3 are numerical coe�cients that take on di↵erent values

depending on the range (µ0, µ). This solution resums leading logs O(↵n lnn µ

µ0
),

next-to-leading logs O(↵n+1 lnn µ

µ0
) and O(↵↵

n
s lnn µ

µ0
), next-to-next-to-leading

logs O(↵↵
n+1
s lnn µ

µ0
), and next-to-next-to-next-leading logs O(↵↵

n+1
s lnn µ

µ0
). Non-

perturbative e↵ects arise from the contribution of light quark loops in self-energy

� � Z
0 mixing diagrams when µ ⇠ ⇤QCD. These non-perturbative e↵ects are

incorporated in Eqn. 38 through the non-perturbative e↵ects in the evolution of

↵(µ)MS and in the �̃(µ0), �̃(µ) terms. These non-perturbative e↵ects contribute

an uncertainty in the extraction of sin2
✓W (0)MS below the 10�4 level.

The value of sin2
✓(0)MS, in terms of sin2(mZ)MS, can be obtained by using

Eqn. 38 combined with threshold matchings to evolve between the scales µ = mZ

and µ = 0. It was shown in Ref. (53) that the solution to the MS RG evolution,

expanded to one-loop order is

(0)MS = (0) +
2↵(mZ)

9⇡ŝ2
= (0)PT = 1.03232 ± 0.00029, (39)

where non-perturbative e↵ects have been included. The uncertainty has been

we predict  
resumming large perturbative corrections in  

in ep scattering non-perturbative contributions enter via 
and are treated along with the e.m. coupling

gauge invariance is respected in the MSbar  factor

 

sin2 ̂θ(0) = ̂κ(0) sin2 ̂θ(m2
Z)

̂κ(0)

ΣγZ (μ ∼ ΛQCD)

̂κ

̂κ(0) = 1.03232 ± 0.00029
sin2 ̂θ(m2

Z) = 0.23124(6) → sin2 ̂θ(0) = 0.23871(9)
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Estimate of : template fit approachsin2 θlep
eff

82
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NNPDF31 as 0118 nlo

LO simulation qq̄-only

MC error for 4 · 1010 events

∆
A
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B

Ml+l− (GeV)

δ sin2 θW = +4 · 10−5

δ sin2 θW = +16 · 10−5

δ sin2 θW = +32 · 10−5

χ2
i =

Nbins

∑
j=1

(t(i)
j − dj)2

(σtempl
j )2 + (σdata

j )2
i = 1,…, Ntempl

t^(i) are templates of the AFB distribution
       computed at LO, with NNPDF3.1 QCD-only,
       for different values of   labelled by i

d     are (pseudo)data

Plotting χ²ᵢ as a function of i yields a parabola, 
whose minimum selects the preferred  value

sin2 θlep
eff

sin2 θlep
eff

The fit is barely sensitive to  𝜹  = 4 10⁻⁵

A MC statistics 4 times larger would be needed
to have clear sensitivity over the whole fitting range [80,100]

sin2 θlep
eff
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MW from a  
jacobian asymmetry

83
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Alessandro Vicini - University of Milano                                                                                                                                                                                                                                           NISER Bhubaneswar, January 15-19 2024

83



The lepton transverse momentum distribution in charged-current Drell-Yan

The lepton transverse momentum distribution has a jacobian peak 

induced by the factor   .

When studying the W resonance region, the peak appears at 

Kinematical end point at   at LO

The decay width allows to populate the upper tail of the distribution

Sensitivity to soft radiation → double peak at NLO-QCD

The QCD-ISR next-to-leading-log resummation broadens the distribution
and cures the sensitivity to soft radiation at the jacobian peak.

1/ 1 −
s

4p2
⊥

p⊥ ∼
mW

2

mW

2

34 36 38 40 42 44
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In the  spectrum the sensitivity to  and important QCD features are closely intertwinedpℓ
⊥ mW
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The lepton transverse momentum distribution in charged-current Drell-Yan

Impressive progress in QCD calculations
             X.Chen, T.Gehrmann,N.Glover, A.Huss, P.Monni, E.Re, L.Rottoli, P.Torrielli, arXiv:2203.01565
             X.Chen, T.Gehrmann, N.Glover, A.Huss, T.yang, H.Zhu, arXiv: 2205.11426
             J.Campbell, T.Neumann, arXiv:2207.07056 
             S.Camarda, L.Cieri, G.Ferrera, arXiv:2303.12781

Uncertainty band based on canonical scale variations
     
       excluding ratios=4   (7 variations)
         (2 variations)

At NNLO+N3LL, residual ±2%  uncertainty

μR,F = ξR,F (Mℓν)2 + (pℓν
⊥ )2 , μQ = ξQMℓν

ξR,F ∈ (1/2,1,2)
(ξR, ξF) = (1,1) and ξQ = (1/4,1)

The peak of the distribution is located at  GeV

The point of maximal sensitivity to  is shifted by : 
     -  compared to the nominal value 
     - the effect of resummed QCD radiation

p⊥ ∼ 38.5

mW
ΓW /2 mW /2

85

L.Rottoli, P.Torrielli, AV;   arXiv:2301.04059

Logarithmic order counting for resummation
Fixed-order counting for the total DY cross section

S = 13 TeV pℓ
⊥ > 20 GeV, Mℓν

⊥ > 27 GeV, |ηℓ | < 2.5
pℓℓ

⊥

RadISH + MCFM 
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Sensitivity to the W boson mass: independence from QCD approximation

The determination of  requires the possibility to appreciate
the distortion of the distribution induced by 2 different mass hypotheses

A shift by  MeV distorts the distribution at few per mille level

In pure QCD,
the distortion is independent of the QCD approximation or scale choice

The process can be factorized in production (with QCD effects)
       times propagation and decay of the W boson.
The sensitivity to  stems from the propagation and decay part 

The sensitivity to  is independent of the QCD approximation 
The central value and the uncertainty on  instead do depend
       on the QCD approximation

mW

ΔmW = 20

mW

mW
mW

Where is the sensitivity to  ? Which bins are the most relevant?
The study of the covariance matrix for  variations shows that one specific combination of bins 
carries the bulk of the sensitivity to       →    following this indication, we design a new observable

mW
mW

mW
86
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   • The  spectrum includes N bins.

   • After the rotation which diagonalises the  covariance, 
              we have N linear combinations of the primary bins.

   • The combination associated to the (by far) largest eigenvalue
     exhibits a very clear and simple pattern

   • The point where the coefficients change sign is very stable
     at different orders in QCD and with different  bin ranges
     and it is found at 

pℓ
⊥

mW

pℓ
⊥ ∼ 37 GeV

87
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Covariance eigenvectors

Sensitivity to the W boson mass: covariance with respect to  variationsmW
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The jacobian asymmetry 𝒜pℓ
⊥

j
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mW = 80.379 GeV

NLO+NLL

NNLO+NNLL

NNLO+N3LL

The asymmetry is an observable (i.e. it is measurable via counting):  its value is one single scalar number
It depends only on the edges of the two defining bins

Increasing  shifts the position of the peak to the right     Events migrate from the blue to the orange bin     
  The asymmetry decreases

mW →
→
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pseudo-experiment syst+stat

The jacobian asymmetry  as a function of 𝒜pℓ
⊥

mW

The asymmetry  has a linear dependence on , 
       stemming from the linear dependence on the end-point position

The slope of the asymmetry expresses the sensitivity to  , 
       in a given setup  

The slope is the same with every QCD approximation   
      (factorization of QCD effects, perturbative and non-perturbative)

The “large” size of the two bins  GeV leads to  
      - small statistical errors
      - excellent stability of the QCD results (inclusive quantity)
      - ease to unfold the data to particle level   (  combination)

𝒜p⊥
mW

mW
(pℓ,min

⊥ , pℓ,mid
⊥ , pℓ,max

⊥ )

𝒪(5 − 10)

mW

The experimental value and the theoretical predictions can be directly compared  (  from the intersection of two lines)

The main systematics on the two fiducial cross sections is related to the lepton momentum scale resolution

mW
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Reading the uncertainties on mW
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[30, 38, 47]
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NLO+NLL

NNLO+NNLL

NNLO+N3LL

 determination at the LHC as a function of the  parameters (low pile-up setup)mW 𝒜pℓ
⊥

Important role of the N3LL corrections

We first check the convergence order-by-order.
If we observe it, then we take the size of the  interval
   as estimator of the residual pQCD uncertainty

We do not trust the scale variations alone
     cfr the choice with  GeV

A pQCD uncertainty at the  level is achievable
    based on CCDY data alone

The choice of the midpoint is important to identify two regions
with excellent QCD convergence

mW

→ pℓ,mid
⊥ = 38

±5 MeV

as pseudo-experimental value we choose the NNLO+N3LL result with mW = 80.379

pW
⊥ < 15 GeV
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 determination at the LHC as a function of the  parameters (high pile-up setup)mW 𝒜pℓ
⊥

Clear impact of the acceptance cut on 

Important role of the N3LL corrections

A pQCD uncertainty below  level is achievable
    based on CCDY data alone

The choice of the midpoint is important to identify two regions
with excellent QCD convergence

pW
⊥

±10 MeV

as pseudo-experimental value we choose the NNLO+N3LL result with mW = 80.379

pW
⊥ < 30 GeV
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What’s missing?
The excellent convergence in pQCD of the asymmetry  
is the best possible starting point to discuss

   • the impact on the central  value of
          - missing perturbative corrections (QED, QCDxEW)
          - non-perturbative effects

      → each effect yields a vertical offset of   →  shift
           QED corrections might also change the slope
           (preliminary studies show mild QED effects)

      → the non-perturbative effects are a refinement of the study
               - impact on top of NNLO+N3LL is expected moderate
               - not a crucial element (as in the template fit case)

   • the propagation of the uncertainties

      → the linearity of the dependence on  allows 
           an easy propagation of each uncertainty source
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pseudo-experiment syst+stat

The asymmetry in pure pQCD is just one component of the  spectrum
  → additional measurements are needed, to achieve an accurate description of the data

pℓ
⊥
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